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Abstract Sign language recognition technology is expected to be realized as a technology to support communication among deaf people whose first language is sign language. In addition to the

hands and arms, facial expressions are also important for understanding sign language, and there are words and expressions that require the shape of the mouth, eyes, and eyebrows to be

distinguished. In sign language recognition, the upper body image including all these body parts is analyzed, but in sign language recognition using deep learning, the computational and memory

amounts are limited and it is not possible to handle high-resolution upper body images. In this paper, we analyze high-resolution images only for the mouth, eyes, and eyebrows, and aim to improve

recognition performance while suppressing the increase in computational and memory amounts. Experiments have confirmed that by combining the analysis of a low-resolution upper body image

as a reference and the analysis of a mouth image with double resolution, recognition of words that require the shape of the mouth to be distinguished was improved. On the other hand, no

improvement was confirmed for the eyes and eyebrows. As a result of statistically evaluating the recognition performance for all words, it was confirmed that analyzing the mouth image with double

resolution is effective in improving recognition performance.
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1. Introduction

There are approximately 70 million deaf people in the world whose first language is sign
languagel). For deaf people, it is important to have a means of communication with hearing people,
but there is a shortage of sign language interpreters, which is the main means of communication2).
To make up for the shortage of sign language interpreters, there are hopes for the realization of

technology that converts speech and text into sign language and technology that recognizes sign

language. In Japan, there are 1000 sign language interpreters that convert Japanese text into sign language.

Research is underway into converting computer-generated sign language expressions into computer-
generated sign language3). Research into the recognition of sign language , focusing on Japanese sign
language4)-6), has also been reported.

As a technology for recognizing sign language, an approach that uses image analysis to read
words and sentences in sign language is gaining attention. Sign language uses not only hands and
arms but also facial expressions to express words and sentences7)-10). For example, the shape
of the mouth is used to distinguish between words with different meanings7) that have the same

finger shapes ( hereafter referred to as "same-finger-opposition words"); the shape of the eyes and

eyebrows can be used to indicate doubt or negation of the content expressed by the hands and fingers.

They may add flavor8)9) or modify the degree of content10 ) In sign language recognition research,
analysis of the fingers and arms has been the main focus, but there have also been examples of
attempts to classify synonyms by analyzing the mouth11). Furthermore, in sign language, these
functions do not depend solely on facial expressions, but arm movements can also perform similar

functions12)13).
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In recent years, the use of deep learning for sign language analysis from images has become
mainstream14)-16).
The system takes an image as input and recognizes sign language words through an integrated
analysis of the fingers, arms, and face contained in the image. However, in sign language
recognition using deep learning, the amount of calculation and memory required to learn a time
series of several hundred upper body images is a constraint, so a high-end GPU (Graphics
Processing Unit) is required.
Even when using a 3D image processing unit, it is difficult to handle high-resolution images.
Therefore, low-resolution images are used, which are created by reducing the resolution of the
captured video. For this reason, it is possible that some parts of the body cannot be adequately
identified due to insufficient resolution. In research on facial expression

recognition, it has been shown that the resolution of facial images affects the recognition accuracy.
There have been reports that this has been the casel7). Therefore, we consider improving
recognition accuracy while suppressing the increase in memory size by increasing the image
resolution only for specific parts. In this paper, we consider the mouth, eyes, and eyebrows as
candidates for specific parts, and perform analysis of these parts using higher resolution images of
the upper body image.
In verifying the proposed method, we first verify the effect of increasing the resolution by two-class
classification under limited conditions. That is, when high-resolution mouth images are used in
combination, we verify the accuracy of distinguishing between synonyms of the same hand. In
addition, when high-resolution eye and eyebrow images are used in combination, we verify the
accuracy of distinguishing between the presence or absence of modifiers. Next, in multi-class
classification with several thousand candidate words, we verify whether there is an improvement in
the recognition accuracy of words for which two-class classification experiments were effective.
Finally, we conduct recognition experiments on all words excluding those for which two-class
classification was effective, and verify whether there is any adverse effect on the recognition of other

words.
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As a result of the experiment, it was found that the accuracy of two-class classification was
improved by using high-resolution images for the mouth images, but no improvement was observed
for the eye and eyebrow images.

In terms of usage, improvements were also observed in multi-class classification, demonstrating the
effectiveness of the proposed method.

In the following, Chapter 2 introduces related research, and in Chapter 3, we conduct a verification

experiment of the effect of increasing the resolution of the mouth and eyebrows using two-class classification.

In Chapter 4, we conduct a word recognition experiment to verify the effect of increasing the resolution of the mouth.

The effectiveness of using the same image is verified in Chapter 5.

To summarize.

2. Related research

In sign language, expressions using parts of the body other than the hands and arms, such as
facial expressions, head movements, and body orientation, are called non-manual actions (or non-
manual signals )8) 9). Among non-manual actions, facial expressions are important, as they play a
role in distinguishing homophonic words7) 12) whose meaning cannot be determined by the shape
of the hands and fingers alone, using the shape of the mouth, adding meanings of doubt or

negation8 ) 9), and acting as modifiers expressing degree10) 13).

Early research into sign language recognition only dealt with the analysis of hands and arms.
Analysis of hands and arms began with the use of gloves equipped with sensors to obtain
information18)-20). One issue with gloves is that they restrict the movement of the speaker, so
research has been reported on image analysis to identify words from the position and contour shape
of the fingers as a method that does not restrict the speaker's movement21)-22). In addition, there
have been reports of a case in which the shape of the mouth is analyzed using feature points
extracted from a facial image to identify synonyms11), and a case in which the shape of the eyes

and eyebrows is analyzed to identify questions and negative expressions23)-25).

In recent years, research has been reported on applying deep learning, which has a proven track

record in recognizing body movements and facial expressions, to images of the speaker's upper

body and comprehensively analyzing the shape and positional relationship of each body part14 )-16).

Deep learning involves a convolutional neural network (CNN) that analyzes images of each frame
and a time series of
Recurrent Neural Network (RNN) that analyzes CNN output
In deep learning, the computational complexity and memory size
required to handle hundreds of time-series images are a constraint, so in previous studies,
images of the upper body with reduced resolution were used from the captured images, as shown
in Table 1.
Depending on the body part, the resolution of these cameras may be insufficient to allow for sufficient

discrimination, and the resolution is limited to the area around the fingers.

Table 1. CNN input image sizes in previous studies of sign language recognition
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Research has also been reported on improving recognition performance by analyzing high-quality

images6 ).

In the field of facial expression r ition research, di in the resolution of facial images have been recognized.
It has been reported that this affects the recognition accuracy. 17) To the best of the author's
knowledge , there has been no verification as to whether the current resolution of face images is
sufficient for sign language recognition applications.

In this study, we analyzed high-resolution images of the mouth, eyes, and eyebrows to distinguish
between synonyms and modifiers.

By combining this with the analysis of upper body images, the accuracy of classification can be improved.

Plan.

3. Effect of high resolution on two-class classification experiment verification

In this chapter, we confirm the improvement effect of using high-resolution mouth and eye and
eyebrow images under limited conditions. For the mouth, we use pairs of synonymous words with
the same hand and finger as the target, and conduct a two-class classification experiment of word
videos to evaluate the discrimination accuracy. Since eyes and eyebrows have meaning as modifiers
due to their co-occurrence with modified words, we use images of modified words as the target and
conduct an experiment to classify them into two classes based on whether or not they have a modifier.

3.1 Experimental Method

The experiment uses footage of a news program in Japanese sign language (Table 2). There are
two types of sign language used in Japan: "Japanese Sign Language,” which has its own grammar
and vocabulary, and "Japanese Sign Language,” which is based on Japanese grammar and
vocabulary. However, the program footage shown in Table 2 does not distinguish between Japanese

Sign Language and Japanese Sign Language, and is designed to be understood by as many people
as possible. Therefore, this footage can be considered to have the characteristics of both Japanese
Sign Language and Japanese Sign Language.

From the videos in Table 2, the start and end frames of the word expressions to be classified into
two classes were manually identified, and word videos were extracted. For the two-class classification
of word videos, a network combining CNN and RNN , which are used for body movement
recognition27) and sign language word classification28), is used. An overview of the classification
network is shown in Figure 1, and the network specifications are shown in Table 3. The network
shown in Figure 1 sequentially analyzes the images of each frame using CNN, and the output is
input to a bidirectional RNN. The RNN summarizes the input data using time series analysis, and
after integrating the summary resulits in the forward and backward directions in the fully connected
layer, the classifier obtains the discrimination result. The upper body image is used in combination

with the mouth or eyebrow images.

In this case, the CNN output of each image is concatenated and input to the RNN. For example, if
the CNN output of the upper body image is an N-dimensional vector and the CNN output of the

mouth image is an M-dimensional vector,

Table 2. Specifications of the sign language video used in the experiment

NHKFf==—A
i NHKFFF=2—A 845

NHKHAFEFf= 2 —A
Fafcot 35, 000

HSHOORRITE 3,726
Wil A RGES 1) 800800 iz
7 L—ALl— 29. 97 ¥ F

R 174

Journal of the Institute of Image Information and Television Engineers Vol. 77, No. 6 (2023)



FEROFEE, THIEIZOWTIE, EREGER GO
$027 7 A5HOKEEORE LD LA, HIEEE
WDV EARD SN b o7z, BREE NGO b
HIZOWTIZZ 7 5 A5HIIBWTHEHERNE»ED S
N, REFLOAMEIRENT.

PF, 2BIZBWCIIBEIRICOWTRA L, 3EICB
W & BHIE OO I EAL ORI R OMBEER % 2 7
FAGENZ X DT . AW CHEERBRETIC L) DD ER
BEWEOMHHORERGEEE 1T . 5B TERTIBN, 65
TE L5,

2. BAEMR

FREICBUI 2 OEN, HHBOHE, KoM zE0F
g L DA DI & 2 RIUIFEFIBEE (F 72 13IEFIBE
) LIRS 9. FEFIREEOH THEHOENIZEET
HY, FHROEZTTIEERIE T SR VRFIRRERED 12
ZUOOBTHNT %8, HEEOKBIC L 5N, &
DEREDITINZ HEES), BILORE L KITIGHED
FE 2RO 0 13),

WO FRERFRME TIE TR E MO O A Z R H 12 &
EEoTwi, FHREBoOMrEt 4 & 7u—7THF
WEPET L FELOMEAPHE 57219 ~20, Fu—7%
HEOBEEZHRT L L) REID Y, FHEOHE %
BRLZWTEE LCHEEEIMC LY, FRofEeiig
KO HFEZH T AL ME SN Twb202), F/2)
BEI %2 54 U 7= 458 2 FUH L C OO % T LI F
TRUFFEZ BT 2 HH110 2, HEHOBOMITICL D &
MR M EDOFRIZ T 5 HFHE SN TND 2 ~5),

FAETIE, JROBERERFORBRIIBTEEDOD
BIRBFREZFHEEO LEHEGIEE L, SIERBOE
&, KA OB BERZE A WIS HNT T 2 05Eh58E S h
TWR W10, EEEEHCI, %7 L —AOMm %% fF$
% CNN (Convolutional Neural Network) &, B350
CNN i) Z #8713 % RNN (Recurrent Neural Network) %
Transformer?® % [RFIZFEH STV 5.

WA H TIRBERORRYEiE %2 ) GHHREE X E
Y —m@ R L b7, AT TIERIICRT LI &
W SN2 WGE» HRMEE R R & L ARG 2 i L
TWwa. HEREICK > T IS TRIBGERE TR
HFATE L WITREMEA S 0, FHRELIZBR Y MR D

®1 TR0 T2 381 5 CNN AT Mg 4 X

789 (96)

RS % AT L C Rk kR 2 s T A gE b i ST
W56,

FNG R DOWIZE 112 B\ THEM(E D FRILIE DA
WABE IR 5.2 5 2 LR SR Tw 1D, FEFOM
BHRY, FEFHRHEBOILH B CHEMEO R ESBLR D
LDOTHESHE D) POWEEF IR TV,

AWFZECTIEF TR EZEB X OBHiEOH IOV T
15858 & OVH & EFB I BR 0 (5 B 0> 5 v W % % ff AT
L, FEHWGEOMRN LT 22 & THRIREE U
X 5.

3. 25 ADBERICSL 2 SFGELDRR
MREE

RECTIIBE OB VWG E X O HEWI{ZIC X 558
A, RESNZLMHICLVERT S, OIC>nTiX
W5 ERTIRRZEORT L L, WFEWMED2 7 5 A%
BR AT VHI PRSI 2 30 5. HIE 3B HRE & o
XD BHIGEE L CHERZHO 20, PASHIGE & 7 5 WG
GaeWRL, BHEOAMEZ 2 5 ANHT HEREIT).
3.1 EEBRAE
FEIZIZHARDOTFICL 5 =2 — AFH OGS
% (R2). ENTHbNL FFHICE, MAOELHEREE D
DOIHAFHIE, HRFHOX L L#HREN—ALTH[H
KRS TR 255 A%, F21R T FHWYLIT AARTE &
HAFENIS T2 XNE s, Lo Nfmbbs LI
FEHEBEZ LN TWE, 2070, ZOWGIZHAFRE
HAFER IS TR OWF OWE %2 fiefo L E 2 bhb.
K2OWUEN S, 27 5 AGFORG L T 5 HERBICD
WTHIB 7 L= 0K T 7L — 2 F T2 TERICL DI
E L, MRS L7:. HEENED 2 7 9 X 5HITIE,
BAREIED M2 R FETHFED 7 7 A5H2 ICHwH
5CNN ERNNZHMAEDLEZ Ry VT — 2 2@ 5.
SEAY M= OMEERIZ, Ay NT—T DR
RIIIRT. MIWECRTAY PT—=2Z3K 7L —20OMH{%
% CNN CTHERfENT L, ZOWI% B 5HoRNNICAT T
%. RNNIZRERFIEATIC L D A7 —% 22 L, KN
LW MO ERFE R 2 XA THA Lk, 28R
DR R AR S, PR ERICO 72X HIE WIS %GR
THEEE, TNZTNoOE %O CNN I % #i# LT RNN
AT 5. Bz, EFHmi%o CNN AN KITN
7 Mb, OEHEO CNNHAPMRILRZ b VvOgE,

®2 FEBRICHTS 5 FafiMg it

M&IER X T 1 7F 55 Vol. 77, No. 6 (2023)



Machine Translated by Google

Figure 1 Word video classification network

Table 3. Classification network specifications

Figure 3 Differences depending on the resolution of eye and eyebrow images

((a) and (b) are enlarged to 140 x 90 pixels using nearest neighbor interpolation.)

Table 4 Total number of pixels in the input image

Figure 2. Differences in mouth image resolution ((a)

and (b) are enlarged to 80 x 80 pixels using nearest neighbor interpolation)

The input of an RNN is an N+M dimensional vector.

The upper body image input to the CNN was reduced in both horizontal and vertical
resolution to 1/4 of the original image (800 x 800 pixels), making it the same size as in
previous studies (200 x 200 pixels). This was used as the standard. The mouth image
and eye and eyebrow images were cut out from the original image and the original
image was cut in half the number of pixels horizontally and vertically. Using the same images increases the number of pixels by 32%, while using double
In other words, the resolution of these images is four times higher in the horizontal and resolution
vertical directions than that of the reference image. The difference in the resolution of increases it by 8%. 3.2 Using high
the mouth image due to the difference is shown in Figure 2, and the difference in the resolution mouth images together We evaluate three pairs of homographs that

resolution of the eye and eyebrow images is shown in Figure 3. appear frequently in the sign language videos in Table 2: {East}/{Tokyo}, {West}/{Kyoto},

The amount of calculation and memory required for image analysis is proportional to the number of pixels in and {Military}/{Hyogo}*1 . Homographs with the same hand and finger shapes have
the input image. Table 4 shows the increase in the number of pixels when a mouth image or eye and eyebrow different mouth shapes, as shown in the image in Figure 4. For each word, 100 samples
images are used in combination. If an upper body image (four times the resolution of the original image) is used, are extracted and used for evaluation. All of the extracted samples have different mouth
the number of pixels will be 1600%, whereas the use of a mouth image with four times the resolution will increase shapes, as in the example images in Figure 4. Note that for {Tokyo} and {Kyoto}, not
the number of pixels by 16%, and the use of a double resolution image will increase the number of pixels by 4%. only the mouth shapes but also the arms are different.

Similarly, the use of an eye and eyebrow image with four times the resolution will increase the number of pixels by 1600%. *1 The notation of enclosing Japanese characters in brackets { } is used to identify sign language words9).
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Figure 4 Examples of synonyms for hands and mouths

Table 5. Two-cl results for the same hand d opposing

In some cases, {East} and {West} can be distinguished by shaking the arm up and down twice. {Tokyo} has
8 out of 100 samples with two arm swings up and down, and {Kyoto} has 18 out of 100 samples with two arm
swings up and down.

Only upper body images and a combination of mouth and upper body images were input to the network
to compare the discrimination accuracy. Cross-validation was performed using one of the 10 speakers
included in all word video samples for evaluation and the remaining nine for training, and the average
discrimination accuracy calculated for all speakers is shown in Table 5. The use of high-resolution mouth
images in combination improved the discrimination accuracy by 9 points for both double and quadruple

resolution.

In order to confirm in detail the effect of using high-resolution mouth images in combination with samples
that can be distinguished even from the arm, we compare the number of samples that failed to be recognized.
For {Tokyo}, the number of recognition failure samples was 5 when only the upper body image was analyzed,
but when the mouth was also used, this reduced to 2 at 2x resolution and 3 at 4x resolution. For {Kyoto}, the
number of recognition failure samples was 3 when only the upper body image was used, but this reduced to
2 each at 2x and 4x resolution when the mouth was also used. 3.3 Using High-Resolution Eye and Eyebrow
Images In the modifier discrimination experiment, we

targeted the modified word {rain}, which appears

frequently in the videos in Table 2, and {very heavy rain}, which is accompanied by the modifier "very
heavy," and selected 100 word videos for each {rain}/{very heavy rain} pair to evaluate the discrimination

accuracy.

791 (98)

Figure 5. Examples of the modified word “hands" and the modifier “eyes"

Table 6. Two-class classification results for modifiers

As shown in the example image of {rain}/{very heavy rain} in Figure 5, there is a difference in the shape of
the eyes and eyebrows. All of the extracted samples have different eye and eyebrow shapes, just like the
example image in Figure 5. However, in addition to the eyes and eyebrows, there is also an expression that
involves the movement of the arms up and down quickly and widely to add the modifier "very heavy" to {rain}.

78 out of 100 samples include this kind of movement.

We input only upper body images and images of the eyes and eyebrows together with the upper body into
the network and compared the discrimination accuracy. As in the experiment on the same hand and finger
synonyms, cross-validation was performed for each speaker, and the average discrimination accuracy
calculated for all speakers is shown in Table 6. When upper body images and eyes and eyebrow images
were used together, the accuracy was 90.6% at double resolution and 92.4% at four times resolution, both of
which were lower than the 93.4% achieved by the upper body image alone.

In order to confirm the effect of using high-resolution eyebrow and eyebrow images in detail, we compare the
number of recognition failure samples for modifier samples that are distinguishable even with arms.
The number of eyes and eyebrows was nine in both cases (2x and 4x resolution), and there was no increase
or decrease due to the use of eye and eyebrow images in combination.
From these results, it was not confirmed that the use of high-resolution eye and eyebrow images

improved the discrimination of the {rain}/{very heavy rain} pair.

4. Verification of the effect of high resolution on sign language recognition

We verified the improvement of the recognition of sign language sentence videos for the discrimination of
synonyms with the same hand, which was shown to be improved in a two-class classification experiment
using high-resolution images.

Since many words are used, the classification becomes a multi-class classification problem in which one
word is identified from multiple word candidates. In this section, we first classify all words from the video of
the sign language sentence, and evaluate the classification accuracy of the same hand synonyms included in
the classification results by F-measure. Next, we examine the effect of word errors on the recognition
accuracy for all words.

The evaluation is based on the rate29).
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Figure 6 Sign language sentence recognition network

4.1 Experimental

conditions Classification of sign language words with one-to-one correspondence between images and words

In contrast, the mainstream method for recognizing sign language sentences is to distinguish the
time sequence of words from video in which the boundaries between words are unclear14)-16). For
the videos shown in Table 2, the video was manually extracted from the start frame to the end frame
of the sign language sentence, and time sequence word information was added to the video, which
was then used for training and evaluation.

To identify time-sequence words from video, we used CNN and bidirectional
The network output of the combined RNN is CTC (Connectionist
We apply the Temporal Classification (TCM) algorithm30) to the dataset (Figure 6).
CTC is an algorithm that determines the time-series word that maximizes the likelihood from the

probability distribution of the words output by the network in a time series.

The input images to the network are either upper body images alone, or a combination of high-
resolution mouth images and upper body images. For the mouth images, images with 2x and 4x
resolution are used. The specifications of the video used in the experiment are shown in Table 7,

and the specifications of the sign language recognition network are shown in Table 8.

4.2 Accuracy of homograph discrimination We

extract homograph results from all words discriminated from the sign language video and

calculate the discrimination accuracy of them.

Table 7. Image specifications used in sign language sentence recognition

Table 8. Specifications of the sign language sentence recognition network

is the harmonic mean (F-value) of the proportion of correctly identified words (recall) and the
proportion of correctly identified words (precision).

In order to evaluate the precision rate of erroneous detections from sign language sentences that
do not contain homosynonyms, Table 9 shows the results of identifying homosynonyms from the
evaluation video of 5,000 sentences (240 of which contain homosynonyms) shown in Table 7. The
average F-measure was 90.1% for upper body images alone, and 95.5% for the combined use of
double-resolution mouth images, an improvement of about 5 points, and 94.0% for the quadruple

resolution, an improvement of about 4 points.

4.3 Recognition accuracy of all words

Sign language sentences contain many words that are unrelated to the shape of the mouth, and
we verified whether the analysis of the added mouth image would hinder the discrimination of these
words. Word discrimination accuracy (F-value) is calculated by comparing the detected word
sequence (discrimination result) with the correct word sequence, and identifying the number of
successful detections, false positives, and missed detections for each word. However, if the detected
word order differs from the correct word order, it is not possible to uniquely determine successful
detection, false positives, or missed detections*2. In the detection of synonymous words with the
same hand shown in Table 9, the F-value was calculated after confirming that there were no cases

that could not be determined, but if there are cases that could not be determined, measures such as

excluding them will be necessary. A total of more than 50,000 sign language sentences were included in the evaluation.

For words (Table 7), we use the word error rate, which is generally used as an index to evaluate the
recognition accuracy of sign language sentences and measures the degree of error on a sentence-
by-sentence basis. The word error rate treats the number of word operations (insertion, deletion,

and substitution) required to convert the detected word sequence to the correct word sequence as

the degree of error, and evaluates the difference between the detected word order and the correct
word order as the number of operations required for the conversion.

The 5,000 sentences used for evaluation in Table 7 were excluded from the 240 sentences
containing homophonic digits, leaving 4,760 sentences (total number of words: 52,668). The average
word error rate calculated under the above experimental conditions is shown in Table 10. When a
mouth image with double resolution was used in combination, the error rate was 0.319, and when it
was 4 times resolution, the error rate was 0.327, both of which were lower than the 0.335 obtained
when only an upper body image was used. For comparison, the average word error rate for the 240

sentences containing homophonic digits (total number of words: 3,585) is also shown.

*2 For example, if the correct word sequence is {A{BYC} and the detected word sequence is {BA}C}, the first {B} is a false positive, {A} is
a successful detection (it should come next).
Itis possible that {B} is a false negative, {A} (which is originally at the beginning) is a false negative, {B} is a successful detection,

and (A} is a false positive.
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Table 9. Recall, precision, and F-score for same-sign object words in sign language sentence recognition

Table 10. Mean word error rate

The error rate for the two-times resolution mouth image was 0.162, and for the four-times
resolution it was 0.202, both of which were lower than the error rate for the upper body image

alone (0.221).

5. Observations

The use of high-resolution mouth images in combination with the 3D-based image processing has been
shown to improve the two-class classification of word images in the discrimination of synonyms with the same
hand, and has also been shown to improve the multi-class classification of sign language sentence recognition.
In this study, the difference in the improvement effect between 2x and 4x resolution was
small, and 2x resolution is considered sufficient. Considering that 4x resolution would
increase the amount of calculation and memory, it seems appropriate to use 2x resolution in
combination. For the {Tokyo} {Kyoto} sample, which can be distinguished by arm movements,
the number of failures was reduced by analyzing high-resolution mouth images. It is unclear
to what extent the arms and mouth each contribute to the distinction, but it is considered that
the use of high-resolution mouth images is effective even in samples that can be distinguished
by arms. In addition, the analysis results of only upper body images showed a high F-value
for multi-class classification of sign language sentence recognition compared to the two-class
classification accuracy of word images. This is thought to be due to the word prediction effect
based on the context of the sign language sentence. For example, when expressing "Hyogo
Prefecture,” {Ministry}*3 co- occurs immediately after {Hyogo}*4, so it is thought that it is

easy to distinguish it from {Military} from the context.

When using high-resolution eye and eyebrow images to distinguish between modifiers, no
improvement was observed in the two-class classification of whether modifiers were present

or not.

*3 The sign language word {Sho} corresponds to the Japanese word "ken."
*4 As a similar example, to express "Kyoto Prefecture," the sign language word {Fu} is written immediately after {Kyoto}.

Co-occur.

793 (100)

Since the current images of the eyes and eyebrows are part of the upper body images, it
may be sufficient to use images of the eyes and eyebrows as part of the upper body images.
Even when focusing on samples that can be distinguished by the arms, no improvement
was observed because there was no increase or decrease in the number of failures when
using high-resolution eyes and eyebrows in combination with the analysis of only the low-
resolution upper body. Since there are many samples in which arm movements are
meaningful, learning of the arms progresses and the contribution of the arms to discrimination
increases, which may result in a relative decrease in the contribution of the eyes and
eyebrows to discrimination, and the effect of increasing the resolution of the eyes and
eyebrows may not be as pronounced. In this experiment, only one type of modified word
was targeted, but it is thought that it is necessary to collect evaluation videos for other
modified words and conduct separate verification. It is also necessary to verify video
discrimination dealing with questions The word error rate of all the remaining sign
language sentences, except for those with homophonic digits, did not worsen

with the addition of mouth image analysis, and instead showed a tendency to improve.

This suggests that there is no or very little adverse effect on other word discrimination. The
cause of this tendency to improve is the accuracy of discrimination for each word, which
needs to be examined in detail. The word error rate was also evaluated for 240 sentences
containing six types of homophonic digits, and the improvement was confirmed by the
analysis of mouth images. From these results, it is believed that the performance of sign
language recognition can be improved while suppressing the increase in the amount of
calculation and memory by combining the analysis of upper body images and the analysis of
mouth images with double resolution. In this paper, a recognition network with the most
basic structure was used to verify the improvement effect of high-resolution face images. To
realize more practical sign language recognition, it is necessary to consider the network

structure and the method of analyzing input images.

6. Conclusion

In this paper, we verified the effect of analyzing high-resolution face images in improving
sign language recognition. For homophonic words in which the hand and finger shapes are
the same but the mouth shapes express different meanings, we confirmed that the accuracy
of discrimination was improved by combining analysis of mouth images with twice the
resolution compared to the standard upper body image. Although the amount of calculation
and memory required increased by 4% by adding analysis of mouth images, the accuracy

improved by 9 points in two-class classification and 5 points in multi-class classification.
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The results showed that the accuracy of the analysis of modifiers expressed by the shape of
the eyes and eyebrows was improved by using high-resolution images. Experiments on sign
language sentence recognition showed that the addition of mouth image analysis did not
adversely affect the accuracy of the analysis of words other than homoglyphs. These results
demonstrate that the performance of sign language recognition can be improved by analyzing

high-resolution mouth images in conjunction with upper body images.

In the future, in parallel with improvements to the recognition processing technology itself
using deep learning, it will be necessary to further consider the nature of the input image,
such as the spatiotemporal resolution of each part for proper recognition.

We would like to thank the NHK Science and Technology Research Laboratories for their cooperation in allowing us to use the sign

language video.
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