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Abstract When creating CG content, object placement is one of the most fundamental operations. In CG applications,

moving objects in the desired direction on the screen often requires multiple steps, making the process time-consuming. This

study proposes a method for moving CG objects more efficiently in the 3D space projected on the screen by using a visual

plane as an aid. User experiments confirmed that the proposed method allows for faster placement compared to conventional

methods.
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1. Introduction

When creating CG content, object placement is one
of the most fundamental operations. The environment
where this content is created is usually on a desktop,
where 3D space is projected onto a 2D screen. In the
real world, objects are placed by moving them directly
to the desired position. However, in CG applications
such as Unity* and Unreal Engine**, objects are manip-
ulated indirectly via the 2 degrees of freedom (DOF) of
a mouse, with movement along the XYZ axes or within
a plane parallel to the screen being the most common.
An example of object placement using traditional meth-
ods is shown in Fig. 1(a). For instance, to move an
object on a plane and then move it again from a differ-
ent perspective after rotating the view 90 degrees, two
movements are required. If the object is moved without
accurately understanding its position, the depth of the
object may be incorrect, requiring further viewpoint ad-
justments and additional movement operations, thus in-
creasing the number of steps and time needed for place-

ment.
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In previous research, the authors proposed a method
to restrict the direction of CG object movement by us-
ing a constraint plane linked to a smartphone®. While
this method led to slight improvements in operation
speed, it did not show statistically significant results.
The cause of this was attributed to the confusion caused
by using both hands for operation.

In this paper, we propose a method for efficiently plac-
ing CG objects in 3D space by displaying an assistive
plane linked to the user’s viewpoint. Through user ex-
periments, we confirmed that this proposed method im-
proves placement efficiency compared to conventional
methods.

2. Related Work

2.1 Degrees of Freedom in Manipulation

Research has shown that limiting the degrees of free-
dom in manipulation can improve object placement ef-
Gloumeau et al.’s PinNPivot® and Pfeuffer

et al.’s Bi-3D® are examples of studies that effectively

ficiency.

restricted degrees of freedom to enhance placement ef-
ficiency within their respective environments.
PinNPivot?® is a method for object placement in VR
environments. By fixing a point on the object surface
with a pin, the object’s movement can be limited to 3
degrees of freedom, or its orientation can be limited to
3 degrees of freedom out of a total of 6. The experiment
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(a) An example of object placement using traditional methods. Since the depth relationship with the target position is difficult to

grasp, multiple placement operations may be required. In the second image, the red object has been moved behind the blue object,

requiring further viewpoint adjustment and movement to correct the placement.

Viewpoint Adjustment
—_—

Move

(b) An example of object placement using the proposed method. The gray plane is the viewpoint-linked auxiliary plane. Since it is

possible to confirm that the destination is on the plane, placement can be completed in a single move. Although the plane is rotating

in the global coordinate system, it is always drawn parallel to the screen.

Fig. 1: Examples of placing the red object at the position of the blue object using traditional and proposed methods

confirmed that objects could be placed more accurately
and in less time compared to methods that allow full
freedom.

Bi-3D® is a CG creation tool that uses a pen on a
touch display. The pen controls movement in the XY
plane (2 degrees of freedom), while movement along the
Z-axis is controlled by finger gestures. In an experi-
ment where a spherical object was moved diagonally
and placed inside a cube, Bi-3D demonstrated faster
placement times compared to traditional widget-based
methods.

From these studies, it can be concluded that adding
appropriate limitations to the degrees of freedom in
specific environments can improve placement efficiency.
For our experiment, we used the Bi-3D task setup as a
reference.

2.2 Plane-Based Manipulation

This section introduces methods that limit the ma-
nipulation of CG objects from 3D to 2D.

Katzakis et al.
Casting®, where CG objects are manipulated using a

proposed a method called Plane-

smartphone. The movement of the object is restricted
to a plane corresponding to the tilt of the smartphone.
By utilizing gestures on the smartphone, objects can
be moved along the plane’s direction. Two types of
methods, Pivot Plane-Casting (Ppc) and Free Plane-
Casting (Fpc), were proposed. In Ppc, the plane is dis-
played at a specific position on the screen, while in Fpc,
the plane is centered around the object. User experi-
ments comparing the two methods showed that, while

Ppc slightly outperformed Fpc in overall performance,

users preferred Fpc over Ppc.

Building on Plane-Casting, Katzakis et al. developed
INSPECT®, which expanded the manipulation tech-
niques to include both movement and rotation. Since
Fpc was preferred in Plane-Casting, INSPECT adopted
Fpc-based techniques. INSPECT also introduced flick
gestures for firing objects and pinch gestures for moving
them along the plane’s normal vector. It allowed switch-
ing between independent modes for movement and ro-
tation by pressing the audio button on the smartphone.
Compared with direct manipulation methods, such as
virtual hand-based (Wand) techniques, INSPECT com-
pleted tasks 12 % faster.

These studies suggest that planes are effective when
manipulating objects projected in 2D. Therefore, our
study adopted Fpc for the plane-assisted manipulation
method.

3. Proposed Method

The authors previously proposed a plane constraint
In this method, the
plane’s tilt is controlled in real-time using the smart-

method using a smartphone®.

phone’s tilt, allowing the user to move the object with
a mouse based on the plane’s tilt. This method provided
visual feedback on the movement direction, leading to
slight improvements in operation speed. However, since
both hands were used independently, the method was
challenging to master, and it was difficult to achieve
significant statistical improvements within the limited
practice time.

In this paper, we propose a placement method that
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allows single-handed operation while retaining the ad-
vantages of the plane. The proposed method uses
a viewpoint-linked auxiliary plane to assist in object
placement. When the user enters the placement mode,
a plane appears at the selected object’s position, which
we call the “viewpoint-linked auxiliary plane.” In this
mode, the user can manipulate both the viewpoint and
object movement. The middle mouse button is used to
control the viewpoint, while mouse movement controls
object movement. The plane’s position is synchronized
with the object’s position, and its orientation is always
parallel to the screen, following the user’s viewpoint.

As shown in Fig. 1(b), this allows the user to visu-
ally confirm the direction of movement while adjusting
the viewpoint, enabling the object to be placed with a
single movement operation. Since the plane does not
move on the screen, we refer to this method as “plane
assistance” rather than “plane constraint.”

3.1 Implementation

In this study, we implemented the proposed method
as a Python extension for Blender***. By pressing a
specific key (‘Q’), the viewpoint-linked auxiliary plane
is displayed, allowing users to operate using the pro-
posed method.

The viewpoint-linked auxiliary plane was designed as
follows. Let the current viewpoint position be A =
(21,41, 21). The center point of the field of view, deter-
mined by the direction and zoom level from the view-
point A, is denoted as B = (x9,y2,22). The length of
one side of the plane is set to 0.45|AB|, which is large
enough to cover the screen when the object is at the
center of the screen and the application is displayed in
full screen. The plane’s rotation matrix is synchronized
with the viewpoint’s rotation matrix, ensuring that the
plane always appears as a square.

The object’s displacement vector d is defined as fol-
lows. Let & be the horizontal vector of the plane and ¥
the vertical vector. Let d, and dy represent the differ-
ences in the mouse movement. The object’s displace-
ment can be expressed as:

|AB|

d= m(dmx + dy )

Here, 1500 is a parameter to adjust the movement
scale. This adjustment ensures that the mouse move-
ment closely matches the object movement.

To enhance the visibility of the object’s position

relative to the plane, the plane is rendered as semi-

*** https://www.blender.org/
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Fig. 2: Experiment Environment

transparent. The rendering process uses Blender’'s GPU
module. Additionally, we implemented a continuous
grab function to ensure the user does not face any re-

strictions related to the screen size during operation.
4. Experiment

We conducted an experiment with 22 participants (11
males and 11 females) aged between 18 and 30 years
(mean age = 23.4, SD = 3.3). None of the participants
had prior experience using Blender, although one partic-
ipant used Unity daily as another CG application. The
experiment environment is shown in Fig.2. We used
an iMac (24-inch, M1, 2021) with 16GB of memory as
the PC, a Logicool M100r as the mouse, and Blender
v4.0.x as the CG application.

The continuous grab feature was enabled in the pref-
erences to prevent the mouse from leaving the drawing
area during operation.

4.1 Experiment Details

Participants were tasked with aligning specified ob-
jects with target positions within a 2-minute time limit.
During this period, participants repeatedly placed ob-
jects, and the number of placements was recorded. The
screen used in Blender for the experiment is shown in
Fig.3. Cubes were used as objects, and participants
could use visual cues such as shadows and the appear-
ance of the objects to aid in placement. The red cube
was the designated object, and the blue cube was the
target position.

Initially, the designated object was displayed at
the origin, and the target positions were displayed
at eight randomly assigned locations: (47,+17,13),
(£17,F7,13), (£7,£17,-13), (£17,F7,—13) (sign
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Fig.3: Blender screen used in the experiment. The red
object was the object to be moved, and the blue object

indicated the target position.

(a) OK (b) NG

Fig. 4: Color display for completed placement

pairs correspond).  The reason for changing the
target position from the previous configuration of
(£10,410,+10) (any sign combination) was due to

feedback in a post-experiment survey:

“The placement is optimized for tasks in tra-
ditional methods because the target location is
exactly 45 degrees offset.”

If the error between the target and designated object
positions was less than 1.0 on the x, y, and z axes for
two seconds, the object was considered correctly placed.
When this occurred, both objects’ colors were changed
to green, as shown in Fig. 4, to visually confirm that
the placement was correct.

After the object was placed at the target position,
the scene was reset to the initial state, allowing for the
next placement. Two placement methods were com-
pared: a drag-and-drop method using the mouse (tra-
ditional method) and the proposed method. The tradi-
tional method used Blender’s default movement opera-
tion, where participants could select the object with the
left mouse click and move it by dragging. Additionally,
in both methods, participants could rotate or zoom the
viewpoint centered on the origin as needed using the
middle mouse button.

This is a machine-translated version of the original paper in English. The next page is the original paper, which is expanded alternately with the translated version.
Because this is a machine translation, it may contain typographical errors, mistranslations, or parts of the paper that have not been reflected in the translation.

4.2 Experiment Flow

Participants completed tasks using two different op-
eration methods. For the first method, participants re-
ceived an explanation of the operation, followed by 10
minutes of practice time. They then engaged in one
minute of task practice under real conditions before
beginning the two-minute task. After completing the
task, participants filled out a questionnaire. The sec-
ond method followed the same structure: 10 minutes
of practice, one minute of task practice, and a two-
minute task. The entire experiment was recorded via
video camera and screen capture. Lastly, participants
answered a post-experiment questionnaire.

To avoid order effects, half of the participants per-
formed the task using the two methods in reversed or-
der.

4.3 Evaluation

The number of placements and placement time were
compared as indicators of efficiency. Due to logging lim-
itations, the start time for the first placement could not
be recorded, so only the time from the second placement
to the final placement was measured. Since participants
had to wait two seconds after completing a placement,

the placement time was calculated as follows:

(placement time), ., — (placement time), — 2 [seconds]

User experience was evaluated using the System Us-
ability Scale (SUS)®.
on Sato et al.’s version, referenced from Yamauchi et
al.”. The NASA-TLX® was used to evaluate work-
load, based on Miyake et al.”. The questions for SUS
and NASA-TLX are shown in app.Tables 1, 2. Ad-

ditionally, participants provided free-form feedback on

The translation used was based

the strengths and weaknesses of the placement methods.
These questions were administered via a web survey.

4.4 Results

Due to unforeseen behavior within the application for
two participants using the proposed method, the task
was interrupted, and a new two-minute task was per-
formed. The results for the number of placements, SUS,
and NASA-TLX are shown in Figs. 5-7. For each dis-
tribution, normality was assumed (Shapiro-Wilk,p >
.05), allowing for a paired t-test.

As shown in Fig. 5(a), the average number of place-
ments was 8.3(SE = 0.56) for the traditional method
and 11.7(SE = 0.79) for the proposed method. While
the maximum number of placements was 13 for the tra-

ditional method, it reached 18 for the proposed method.
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(a) (b)
Fig.5: Number of placements. *** indicates p < 0.001.

Of the 22 participants, 19 achieved more than eight
placements with the proposed method, although three
participants placed four or five objects. A participant-
by-participant comparison is shown in Fig. 5(b). A t-
test confirmed a significant difference between the num-
ber of placements (¢(21) = 6.7,p < 0.001).

teen participants placed more objects using the pro-

Seven-

posed method, while four had the same number, and
one placed more objects using the traditional method.

As shown in Fig. 6(a), the average SUS score
was 62.2(SE = 3.7) for the traditional method
and 63.4(SE = 2.2) for the proposed method.
A participant-by-participant comparison is shown in
Fig. 6(b). A t-test found no significant difference be-
tween the SUS scores (¢(21) = 0.33,p = 0.75).

As shown in Fig. 7(a), the average NASA-TLX
score was 51.2(SE = 3.8) for the traditional method
and 47.3(SE =
A participant-by-participant comparison is shown in
Fig. 7(b). A t-test found no significant difference be-
tween the NASA-TLX scores (£(21) = —1.1,p = 0.28).

The average values for each item of the NASA-TLX
are shown in Table 1.

2.9) for the proposed method.

A graph showing the differ-
ences for each participant is presented in Fig.8. For
five items, excluding stress, more than half of the par-
ticipants scored better using the proposed method com-
pared to the conventional method. However, a t-test
was conducted for each item, and no significant differ-
ences were found (p = 0.09,0.25,0.83,0.27,0.64,0.67).
The distribution of median placement times for each
participant is shown in Fig. 9. A regression analysis was
conducted on the distribution. The regression line had
a slope of 0.75, an intercept of —0.83, and an R? = 0.59.
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(a) (b)
Fig.6: SUS results.

(a) (b)
Fig.7: NASA-TLX results.

4.5 Discussion

The significant increase in the number of placements
using the proposed method is likely due to the assistance
provided by the viewpoint-linked plane, which allowed
participants to perform more precise viewpoint opera-
tions. In the traditional method, accurate placement
often required multiple viewpoint adjustments, while in
the proposed method, it could be done in one step, thus
reducing placement time. However, as noted in the free-
form responses, some participants struggled to master
the operation. Among those who placed five or fewer
objects using the proposed method, they tended to re-
peatedly move objects to positions where the red and
blue cubes overlapped rather than utilizing the plane
assist feature effectively. This indicates that, if partic-
ipants cannot fully leverage the plane assist, the effi-
ciency of the proposed method can be similar to that of
the traditional method.

Although the proposed method showed better results
for most items in both SUS and NASA-TLX (excluding
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Table 1: Average scores for NASA-TLX items

‘Intellectual Physical Time Pressure Task Performance Effort Stress

Traditional Method 60.5 48.0
Proposed Method 50.9 41.4

Fig. 8: Differences in NASA-TLX scores by item

Fig.9: Distribution of median placement times for each
participant. The blue solid line represents the regres-
sion line with a slope of 0.75 and an intercept of —0.83,
R? =0.59.

stress), the differences were not statistically significant.
This might be due to the low physical and cognitive
load of repeatedly dragging objects in the traditional

method, even if each individual movement was impre-

46.4 57.5 56.1 38.6
45.5 51.4 53.4 41.1
cise.

Regarding the free-form feedback, some participants
reported difficulty in determining whether the plane and
object were correctly aligned. This issue could poten-
tially be resolved by adjusting the angle of the plane
or adding additional viewpoints. Familiarity with the
operation was also cited as a factor, and it is expected
that continuous use would allow users to better judge
alignment. Another issue was the perceived latency in
the proposed method, likely caused by the additional
rendering processes combined with screen recording in
Blender.

5. Conclusion

In this study, we proposed a placement method us-
ing a viewpoint-linked assistive plane to improve the
efficiency of placing CG objects. The experiment con-
firmed that the proposed method improved placement
efficiency compared to the traditional method while
maintaining similar usability and workload.

For future work, we plan to address the fixed an-
gle, color, and size of the plane, which may have im-
pacted the visibility of object overlap. Adjustments to
the plane’s characteristics based on the object’s position

could further enhance the method’s effectiveness.
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(SUS) for the experiment are shown in app.Table 1,
and the questions used in the NASA-TLX are listed
in app.Table 2. The screen for the NASA-TLX ques-
tions is shown in app.Fig.1. In the default display,
no red lines are shown. The red lines appear based on
where the participant clicks, and after making a selec-

app.Fig. 1: Screen used for NASA-TLX questionnaire

responses tion, participants can also modify their responses by

dragging the red line.

app.Table 1: System Usability Scale (SUS) Questions
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A. Questionnaire Used in the Experiment

The questions used in the System Usability Scale
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