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Development of the Virtual Mezamashi-kun
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Summary: "Virtual Mezamashi-kun" is a newly developed, highly stable, real-time control system for 3D CG characters that can be used daily for live

broadcasts. It uses procedural animation techniques, as well as input from motion capture, to give lifelike movement to characters with body shapes that

differ from human skeletons. Its distinctive feature is that it can be operated by program production staff alone, without the need for large-scale hardware

or specialized operators.
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1. Introduction

As Fuji Television's information program "Mezamashi TV" celebrates its
30th anniversary, a project was launched to create a 3D CG version of the
program's character, "Mezamashi-kun." Rather than simply creating a 3D
version of a 2D animation, the newly developed "Virtual Mezamashi-kun"
system allows the character to move freely in real time and allows for two-
way communication with the cast.

Generally, to move a CG character in real time, a capture system is used
that corresponds to the part of the body that needs to be moved (whole body,
hands, facial expressions, etc.). However, to ensure reliability in live
broadcasts, expensive equipment and a large number of personnel are
required. Considering daily use, it is desirable to keep operating costs as low
as possible.

On the other hand, recent mobile devices such as smartphones and tablets
are becoming significantly more sophisticated, with devices equipped with

LiDAR scanners that enable 3D scanning.

Figure 1: Conventional Mezamashi-kun

202447 A 31 H3AY, 20244F12 A 26 H%4F, 20254E2 A 14 H$kék
fHREHE 7V FLEY 3 v
(T 137-8088 HUn{#RVEIX 335 2-4-8, TEL 03-5500-8388)

Figure 2 Virtual Alarm Clock

The AR functions provided have also evolved, with motion capture and facial
tracking functions now being implemented. With this in mind, we designed
"Virtual Mezamashi-kun" with the aim of creating a system that is easy for

operators to use while keeping costs down by utilizing mobile devices.

2. Aiming for a "feeling of being there"

"Virtual Mezamashikun" is a mobile device and game
The controller has the functions shown in Table 1.

"Virtual Mezamashi-kun" is a normal motion capture

Table 1: Functions of each part and devices used
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Figure 3 Mobile device and game controller in the sub

Unlike conventional chat systems, it is actor-less and does not require any devices
or markers to be attached to the body.

This allows operations to be performed in the sub-studio, where it is easiest to
grasp the progress of the production, and allows for flexible response to sudden
changes in direction during live broadcasts. In addition, by using devices that are

familiar to everyone, it has been made easy to use for anyone.

When creating the 3D CG for "Mezamashi-kun," Unity was used as the CG

rendering platform. This is due to the following features of Unity:

«Compatible with various devices, and projects created on a PC can be played
Easily apply projects to mobile devices
- Intuitive visual editor allows you to create in real time
You can proceed with development while checking changes
A wide range of assets and plugins are available, making development more
efficient than other platforms. Especially facial tracking captured
on mobile devices.
The key point was that a plug-in was available that allowed for easy import of
image data. This made it possible to complete the entire process, from acquiring

the operator's facial expressions to drawing the 3DCG, on a single mobile device.

Furthermore, when implementing the program, we aimed to achieve natural

movements that seem lifelike. For example, a human's body actually sways slightly

even when just standing. Virtual Mezamashi-kun, whose regular position is next to
the anchor in the studio, spends a lot of time standing in the same place, so a
subtle sway was necessary to make it look natural. However, repeating simple
movements creates an unnatural feeling, and even if animations with various
swaying amplitudes are randomly connected, it is difficult to draw a smooth
sequence when starting to walk at an arbitrary timing. Similar issues exist with
computer game characters, and to solve them, the actor's motion data is usually

recorded in advance.

The keyframe animation technique is used, in which motion data is recorded and
then played back to move the character. However, since Mezamashi-kun has a
different body shape from a human, creating motion data is time-consuming, and
there are also issues with the need for a large amount of motion data to realize
various patterns of movement. In addition, when moving a character using this

technique, it is difficult to take into account the unevenness of the ground surface.

One drawback is that it appears slippery because it has not been considered.

So this time, we didn't use motion data, but instead used procedural animation,
which calculates and draws the movements of CG characters.
This technique allows for on-the-spot correction of character movements simply by
changing parameters, and is also used in CG crowd drawing in movies and TV
dramas. In "Virtual Mezamashi-kun," the facial tracking function of the mobile
device is used to draw footsteps with a sense of solidity using procedural animation
according to the position of the operator's head, and random noise is added to
create subtle body swaying. Furthermore, a program has been developed that
allows for smooth drawing even when the direction changes during movement,
and it also supports direction changes and retracing steps. CG characters for TV

programs

Itis rare to achieve autonomous real-time attitude control in
This, along with the fact that no CG or technical staff is required and that the
program production staff can operate it alone, is a major feature of "Virtual

Mezamashi-kun."

3. The Importance of Rock-Paper-Scissors

"Mezamashi TV" has a popular segment called "Mezamashi Janken," in which
a performance was devised in which "Virtual Mezamashi-kun" plays rock-paper-
scissors. Technically, this can be achieved by assigning the hand movements of
rock, paper, and scissors to buttons on a game controller. However, "Mezamashi
Janken" involves giving away gifts to viewers, and making a mistake could lead to
an accident. Therefore, a new system was developed that allows viewers to preset

the hand they want to play on the screen of a mobile device.

Figure 4: Reliable rock-paper-scissors preset function

Figure 5: Mezamashi-kun playing rock-paper-scissors
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This function allows players to prepare their moves well in advance. We also paid
particular attention to the interface so that players can always check which "move"
is currently selected.

By limiting ourselves to being greedy and allowing only the bare minimum of
functions to be operated with the controller, there have been no operational errors

by operators to date.
4. Video system

"Virtual Mezamashikun" is a mobile device that uses CG characters.
The system is specialized for drawing the characters, and the link with the studio
camera is realized by using a Viz transmitter (a real-time 3D graphics system

widely used in the broadcasting industry) permanently installed in the studio sub.

The Viz renders "Mezamashi-kun" and inputs the screen output to the Viz
transmitter as an external image. The Viz performs chromakey processing on the

input "Mezamashi-kun" and outputs a FILL/KEY signal.

Furthermore, the virtual effects were not limited to "Mezamashi-kun"; as part of
the 30th anniversary project, a new effect using chromakey curtains in the studio
was added. Under normal operations, a Viz would be prepared for "Mezamashi-
kun" and the virtual background, but since we wanted to keep it within the existing
facilities and personnel, we devised a way to process it with just one Viz. The key
point was that the virtual background was drawn only on the FILL signal, and the

chromakey and linear key were combined on the studio switcher.

Specifically, we want the virtual background, the person, and "Mezamashi-kun"
to overlap in that order, so we first composite the virtual background onto the live
camera using chromakey. Next, we create three layers by FILL/KEY compositing
"Mezamashi-kun" using linear key.

In addition,
we checked the real-time nature of the process from the operator's operation to

the output from the Viz and whether there was any variation in the processing delay.
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Figure 6. Conceptual diagram of the video system and actual CG output
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Table 2 Keyer Relationship
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Figure 7 Delay measurement system
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Figure 8 Processing time from operator action

Specifically, the system shown in Figure 7 was set up, and slow-motion shooting
(120 fps) was performed with a smartphone so that LCD monitors A and B and
the operator were in the same frame.

The changes in the operator's facial expression are reflected in the "Virtual
Figure 8 shows the results of measuring the number of frames it takes for “Live

Alarm Clock™s facial expression to change, and Figure 9 shows the display

difference between video monitors A and B. When synchronization was not applied

with the HDMI/SDI converter, the display on video monitor A varied by up to 1

frame (equivalent to 30 fps; same below), but when synchronization was applied,
the delay converged to approximately 6 frames. This is because the buffer inside
the HDMI/SDI converter is able to absorb the variations in the input signal. On the

other hand, it was confirmed that the Viz output was always stable with a delay of 9 frames.

Also, from Figure 9, we can see that Viz can process synchronous external

inputs in 3 frames, but when an asynchronous signal is input, the processing time

can be extended to just under 4 frames.
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Figure 9. Viz external input video processing time

It is assumed that this is because Viz's internal processing requires three frames,
and a buffer of up to one frame is provided to synchronize asynchronous signals

with its own operating timing.

5. Start of operation

"Virtual Mezamashi-kun" began operation on April 3, 2023, the first day of the
30th anniversary of Mezamashi TV's broadcast. There were concerns about using
it for live broadcasts because the mobile device and game controller were
connected wirelessly (Bluetooth), but there were no communication interruptions

or battery failures, and it has been used stably.

The reason for this is that the equipment was selected on the assumption that
it could be operated while charging, and that every effort was made to prevent
battery degradation by shutting down the mobile terminals at the end of each
program.

Furthermore, in consideration of the long duration of the live broadcast, the equipment
configuration was designed with redundancy in mind. Specifically, two sets of mobile
terminals, game controllers, and various signal converters were prepared, ensuring a
system in which operations could be continued by simply swapping them in the event of a failure.

One operational issue we have had so far is when, during a pre-broadcast
check, the video output from a mobile device lost signal. Although there was little
time left until the broadcast began, we had a spare device in the sub-studio, so we
were able to replace it without any hassle and continue the broadcast without any

problems.

Figure 10: Scene in Studio Sub
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Furthermore, in a post-event verification, we found that when the video output of the

mobile device becomes silent, a black rectangle appears on the Viz screen. This is due

to the Frame Rate Synchronization feature, which synchronizes the output of the mobile device.
This is because if the input signal to the Synchronizer (not shown in Figure 6) is
interrupted, a black image is output, and when chromakey processing is performed

in Viz, the black image without any green components is displayed as is. To

eliminate this risk, the following measures were taken.

- Changed the drawing background on mobile devices from green to black

«Changed Viz processing from chromakey to self-key. *Raised the

minimum brightness level of "Virtual Mezamashikun" a little to prevent the pupils

from showing through.
Itis rarely used in television production these days.

By deliberately restoring the lost self-key, even if the mobile device malfunctions
during a live broadcast and the video output loses its signal, "Virtual Mezamashi-
kun" simply disappears from the screen, minimizing the impact on program

production.

6. Effects and evaluation

The conventional "Mezamashi-kun" was a one-way production that simply played
animation at a set time, but "Virtual Mezamashi-kun" allows two-way communication

with the performers.

After the show started, we interviewed producers and directors of Mezamashi TV,
and the following opinions were obtained: *His wide range of facial expressions

fit the show perfectly. *When he bows, looks back,

and is perfectly linked to the anchor's movements, it feels so real that you feel

as if you are really there. *He shows a wide range of facial expressions every
time, which adds

an accent to the show.

It has become
*The mouth and other parts move in conjunction with the operator's facial expressions,
It feels like he's speaking lines to Al.
*Moving and talking has the effect of making the program more relaxing.
There were many positive reviews, such as:

Furthermore, since the system does not require specialized knowledge and can
be operated freely and easily by anyone, some commenters have commented that
"despite the new production, the workload of the director has not increased significantly."
Furthermore, the director himself operates the program, leading to the creation of
new and original segments. One example is "Smile Charge Janken," a segment that
is broadcast every morning and makes the most of the expressive expressions and

free movements of "Virtual Mezamashi-kun."

In addition, the official website of the program received the following comments from viewers:
There has been a great response.
*Enjoy the interaction between the casters and Mezamashi-kun
I'm looking forward to it
«Virtual Mezamashi-kun appears on Mezamashi Saturday

I feel lonely because there isn't one

Figure 11: Facial expressions linked together

«In the Smile Charge corner, Mezamashi-kun also does facial stretches with me,
which is very relaxing.
<A fun corner where Mezamashi-kun talks and moves

| want you to make

7. Further evolution

Now that we've reached the one-year mark since the system began operation,
our next focus is on the "voice." Until now, we've been recording the "Mezamashi-
kun" voice once a week in the studio, then playing it back from a sampler in the sub-
studio to broadcast the "Mezamashi-kun" voice. However, this method was
problematic in that it didn't allow for any last-minute comment corrections, making it
inflexible.

Therefore, they decided to start developing an application that generates the
voice for "Mezamashi-kun" from text information. Using an open-source library, they
developed a unique application and have been using it in actual broadcasts since
April 2024. This new process eliminates the need for pre-recording and makes it

possible to make last-minute changes to the wording. In addition, by providing a
dedicated PC and entrusting it to the production staff, the work can be completed by
the production staff alone, without the intervention of technical or CG staff. This
allows for flexible direction and is expected to further increase the value of the

program's content.

We aim to continue improving the viewing experience of programs and providing
new appeal through "Virtual Mezamashi-kun."

Itis.

8. Conclusion

The key features of "Virtual Mezamashi-kun," which was developed with the aim
of "bringing Mezamashi-kun to the studio every day," are as follows: (1) It uses a
mobile device and a gamepad, and is
Simple system
(2) Operability that allows operation by a single production staff member
(3) Respect the character image and create realistic facial expressions and limbs.
The scope of the production
has been greatly expanded, including the Smile Charge Rock-Paper-Scissors
game and dialogue with the performers, and has been well received by all involved
parties. In addition, a new flow called Al voice has been added, allowing for more

flexible and attractive use of the program to be realized by the production staff alone.
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The procedural animation technique used in the newly developed
"Virtual Mezamashi-kun" is a technology that was devised in the 1980s
and has been known for some time. However, its application to a CG

character that is controlled in real time during a live television broadcast .
BIE &L 200, B 7vFLEYaYAGL

ATy ELTERE. 20144F, TDPEANRT). 727 =
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is new, and the idea of effectively utilizing the sensor functions of mobile
devices to allow for easy operation and realizing delicate movements
will increase the degree of freedom of the characters that viewers love,
and we believe this development will be positioned as a competitive
EE BN WouvrLevay, cGFuFa—
I, TV T. BERT L ETOVEX R CGHLE
fEICHESE. G, CGII7ur I a%BAL, 77—
va VRIS,

advantage in the broadcasting industry.
Finally, we would like to express our gratitude to the production staff who
operate the facility every day, and to the technical and CG staff on-site who

provide detailed support.
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