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Abstract Point clouds are attracting increasing attention as a form of photorealistic 3D data expression. Point clouds can represent a wide variety of objects, from people
and other objects to large-scale scenes such as buildings and cities, but the amount of data they produce is enormous, making compression technology essential for their
utilization. In response to this , MPEG was the first in the world to internationally standardize point cloud compression technology. The standardized V-PCC and G-PCC
have applications set according to the density and scale of point clouds, respectively. While real-time encoders and real-time decoders compliant with these standards
existed, there was no system that could process both, i.e., compressed transmission, in real time. Therefore, the authors developed a system that complies with V-PCC and G-PCC .
We have developed the world's first end -to-end real - time compression transmission system.

Using this system, we demonstrated the world's first real-time point cloud ion and ission over a ial network.

Keywords: point cloud, MPEG, V-PCC, G-PCC, real-time transmission, demonstration experiment

1. Introduction

In recent years, advancements and cost reductions in acquisition technologies
such as sensors have driven increased utilization of 3D data. While non-
photorealistic formats like human avatars and building models were the
mainstream for 3D data, there is now growing demand for photorealistic formats
capable of representing high-density point clouds and meshes. Among these,
point clouds can represent diverse objects and are attracting attention across
various fields. For example, dynamic point clouds of people are being explored for
entertainment applications like the metaverse and social networking services
(SNS). Furthermore, point clouds are highly compatible with digitizing large-scale
3D objects like buildings and cities, as well as entire 3D scenes. Consequently,
their use is anticipated across a broad spectrum of fields, including construction,
civil engineering, autonomous driving, disaster response, and building digital twin
infrastructure for these applications.

A point cloud is a format that represents 3D objects as a collection of points, as
shown in Figure 1. Each point possesses geometric information (Geometry),
indicating its position coordinates in 3D space. Furthermore, depending on the
application and the method of point cloud acquisition, each point may also carry

attribute information (Attribute), such as color or reflectance coefficient.

2024 £ 10 A 22 H3ZA, 2024 412 A 26 HE3ZAF, 20254 2 A 10 HE®
i M2tk KDDI #EHIZeAT Sl Batiiisei XR &
(T 356-8502 HERIULAFH AR 2-1-15, TEL 049-278-7441)
11 KDDI % &t B3 RHEAR T Xy bAH DX - T o TH—E R 1R
[k
(T 105-6490 HFHEMEXE /M 1-17-1 R/ Mer ey r2&7—, TEL
03-3347-0077)

Figure 1. Example of a 3D point cloud

The number of points in a point cloud varies significantly depending
on the application. For example, a dynamic point cloud of a person
currently contains tens of millions of points per second. In contrast,
a static point cloud of a large urban area can contain hundreds of
millions to tens of billions of points per scene. Since each point
carries the aforementioned Geometry and Attribute information, the
volume of point cloud data becomes enormous. Therefore, point
cloud encoding technology (point cloud compression technology),
which efficiently reduces data volume during storage and
transmission, is indispensable for the distribution of point cloud
data. In response to the growing societal demand for point clouds
and the challenges posed by their data volume during distribution,
MPEG (Moving Picture Experts Group)—known for developing
international standards for encoding audio, acoustic, and video
data—has published the world's first international standard
encoding method (compression method) specifically for point cloud
data: V-PCC (Video-based Point Cloud Compression) 1) and G-
PCC (Geometry-based Point Cloud Compression) 2). V-PCC
converts 3D point clouds into image data by projecting them onto a
2D plane,
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V-PCC is a method of encoding 3D point clouds using video coding technologies
such as H.265 | HEVC3) and H.266 | VVC4). Due to the characteristics of this
projection process, V-PCC is suitable for encoding high-density point clouds, such as
people, for which subjective image quality is important. On the other hand, G-PCC is
a method of encoding 3D point clouds directly as 3D data, so it is suitable for encoding
point clouds of large-scale 3D scenes, such as buildings and cities, for which highly
accurate position coordinates are required. The authors have contributed to the
establishment of standard technologies through numerous technical proposals in the
international standardization of V-PCC and G-PCC . In particular, for G-PCC , we
have led the standard development as the editor of the standard technology
specifications to this day.

Practical use of the MPEG standard requires the development of standard-
compliant encoders and decoders (these are collectively called codecs). Decoders
must be capable of real-time decoding, especially when handling point cloud data of
dynamic objects. For example, when decoding and viewing 30- frame-per-second
(fps) content, if the decoder's throughput is not 30 fps or higher, playback will stop
and the viewing experience will be unsmooth. Furthermore, the MPEG standard only
specifies the decoding process, leaving each codec developer flexibility in the design
of the encoder's coding parameter determination method. Therefore, for practical use
of point clouds, it is important to develop an encoder that achieves a high compression
rate and sufficient processing speed while maintaining point cloud playback quality.
Previously, there were real-time systems that could only encode (5) or only decode
(6) V-PCC . However, there was no end-to-end real-time codec system that supported
both real-time encoding and decoding, and had the functionality for real-time input/
output of point cloud data and the functionality for sending and receiving compressed
data over a network . Furthermore, Google developed Draco7) , a technology that
can encode and decode point cloud data at high speed , but V-PCC and G-PCC

achieve higher compression performance for point cloud data than Draco8 ).

In response to this, the authors have been working on the following project to quickly verify the
applicability and usefulness of the international standard method for point cloud coding in practical use.
We have developed the world's first end-to-end real-time codec system compatible
with V-PCC and G-PCC9 )-12). To enable early verification, both were developed on
a software basis. Furthermore, through the world's first real-time point cloud
compression and transmission experiment on a commercial network using these
codecs,

We have demonstrated the potential for development of both V-PCC and G-PCC .
These efforts were recognized and received the ITE Technology Promotion Award
(Advancement and Development Award). This paper introduces the V-PCC and G-
PCC real-time codecs we developed, as well as the demonstration experiments using

them.

2. V-PCC real-time codec

2.1 Overview of V-PCC

As its name suggests, V-PCC is a point cloud encoding method that utilizes video
encoding techniques. Figure 2 shows an overview of the V-PCC encoding process.
When encoding a point cloud, a polyhedron is first assumed to contain the point
cloud to be encoded for each frame. Next, the point cloud is divided into several small
regions called patches, and each patch is determined to be projected onto a surface
of the polyhedron. Conventional methods (reference software) perform segmentation
using normal vector information calculated for each point in the input point cloud, and
then generate the final patch by correcting adjacent points so that they belong to the
same patch as much as possible. Four types of data are then generated, as shown
in Figure 2. The generated patches are then tiled over a two-dimensional image to
create an image. The reference software is software released by MPEG as an
example of an encoder and decoder compatible with each standard . The encoder
incorporates parameter search methods proposed by participating companies during
the standardization process. Patch information is metadata that indicates where each
patch is located within the image. The patch information is not converted into image
data, but is encoded as metadata as is. The mask image is mask information that
indicates at which pixel in the image the data for the projected patch exists when each
patch is projected onto a 2D

image. The depth image is image information converted from the depth information
of each point corresponding to each pixel when viewed from the projection surface of
each patch. The texture image is the color information of each point. The data
converted into images for each frame in this way is then encoded as video data using

video coding technologies such as H.265 | HEVC or H.266 | VVC .

On the decoder side, the 3D shape of the point cloud is first reconstructed using
the patch information, mask information decoded as an image, and depth information,
as shown in Figure 2. Then, the texture is projected to obtain the final decoded point
cloud13)-16) .

2.2 Development of V-PCC real-time codec The authors have developed

the world's first real- time V-PCC codec9). Here, real-time is defined as the
throughput (steady output rate excluding initial delay) of the encoder and decoder
being equal to or greater than the input rate of the input data. In order to make V-

PCC encoding and decoding processes real-time,

Based on the V-PCC reference software, the following two main improvements were
implemented9): In addition, by implementing various innovations including the
following two , the throughput was increased from approximately 0.006 fps to
approximately 30 fps (approximately 5000 times faster) for a point cloud of people

with approximately 800,000 points per frame (30 fps) .
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(1) Accelerating patch generation

Our proposed method achieves approximately 20 times faster
processing speed compared to conventional methods by improving
the patch generation process . A preliminary investigation of the
processing time breakdown in the V-PCC reference software
revealed that patch generation accounted for 80-90 % of the total
processing time. Therefore, the proposed method aims to speed
up overall processing by accelerating the patch generation process.
As explained in Section 2.1 , conventional methods first calculate
normal vectors for all points, and then generate patches by
segmenting using the normal vectors. In contrast, our proposed
method pre-divides the 3D space to be encoded into small spaces
smaller than the final patch. We then introduce a method to
determine planes for each small space containing a large number
of points. Furthermore, for texture and depth images, the encoder
has some flexibility in determining what to do with pixel values in
regions other than patches in each image (regions where the
corresponding mask image shows no patch data). Compression
performance and processing time depend on how pixel values in
these regions are generated. In the proposed method, leveraging
our expertise in video coding, we reduced processing time without
compromising compression performance by maintaining temporal
correlation for texture and depth images using simpler processing

than conventional approaches17).

(2) Improved parallel

processing efficiency Throughput has been improved by further
evolving the development know-how gained from past real-time
codecs for video encoding to achieve efficient parallel processing.
Parallel processing that maximizes CPU performance is essential
for accelerating processing using software. We previously
developed real-time codecs for H.265 | HEVC and H.266 | VVC .
18) In these codecs, image frames were divided into blocks
(CTBs), and processing was parallelized across multiple frames to
maximize CPU performance. However, as explained in Section
2.1, there are four types of data in V-PCC , and the processing
load for each type of data corresponding to a single block differs.
Therefore, the efficiency of conventional parallel processing on a
block-by-block basis was insufficient. Furthermore, on the V-PCC
reference frame on which the development was based, the encoder
locally decoded and smoothed depth images were used when
generating texture images, so there was a dependency between
the encoding process order of the depth image and the texture
image, and the configuration was such that parallel processing
across frame types could not be realized. Therefore, as shown in
Figure 3, we input the unencoded depth image rather than the

locally decoded depth image for texture image generation
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Figure 3: Conceptual diagram of the processing flow of the developed V-PCC real-time encoder
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Figure 4: Conceptual diagram of task scheduling across different image frames in the

developed V-PCC real-time encoder

We eliminated dependencies and introduced parallel processing
across different frame types. In other words, we made it possible to
encode texture images without waiting for the encoding and local

decoding of depth images. Here, the generation of the texture
image is a process that is handled solely by the encoder. On the
decoder side, the texture image can simply be decoded from the
encoded bitstream, regardless of how it was generated. Therefore,
this innovation only affects the encoder side. Furthermore, to
compensate for the smoothing effect that suppresses quantization
distortion of geometric information and, in turn, contour distortion of
human point clouds, we increased the bit depth of the geometric
information of the input point cloud. We also introduced task
scheduling that takes into account the processing volume of coded
frames and blocks across different frame types (Figure 4). These
innovations achieved an additional 20 times speedup. 2.3
Demonstration

Experiment We

introduce the demonstration experiment conducted in January
2023 using the V-PCC real-time codec.10 Figure 5 shows the

configuration diagram of the demonstration experiment. In the
demonstration experiment, as shown in Figure 5

In a volumetric studio capable of capturing high-density 3D point
clouds of people (approximately 20 million points/second,
approximately 1Gbps), captured in advance or in real time, the data
was compressed to 25Mbps using the developed V-PCC real-time
encoder and transmitted to a remote location via the Internet and
optical fiber or 5G networks. At the remote location, the encoded
point cloud was received and played back using a V-PCC decoder/
viewer implemented on a PC or smartphone, and we confirmed
that it could be stably displayed on a holographic stage or
smartphone screen. In this way, by enabling the end-to-end
acquisition, transmission, and playback of point clouds of people in
real time, it is expected that new event experiences will be created,

such as for music or fashion show events, where footage shot in a

volumetric studio can be directly incorporated into the Metaverse.

3. G-PCC real-time codec

3.1 Overview of G-PCC

G-PCC is a method for processing and encoding 3D point cloud
data as it is, without converting it into video or other formats. Figure
6 shows the configuration of G-PCC . G-PCC has multiple tools in
the Geometry encoder/decoder and Attribute encoder/ decoder,

and it is possible to select the appropriate tool on the encoder side

depending on the characteristics of the target point cloud13)16).

On the encoder side, the geometry of the point cloud is first
encoded . The data encoded by Octree or Predictive Geometry is

transmitted to the decoder side as a Geometry bitstream.

The Attribute encoder first performs recoloring
using the Attribute of the input point cloud and the
reconstructed Geometry as input . The recoloring
process is performed when the Geometry encoding
is lossy, i.e., when the number of points in the
reconstructed Geometry is reduced or the positions
of the points are shifted compared to the input point cloud .
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Figure 6. G-PCC encoding and decoding process configuration

The recolor process recalculates attributes according to the coordinates of each
point in the reconstructed Geometry . Specifically, the attribute values of each
point in the reconstructed Geometry are calculated by filtering using the attribute
values of the input point cloud that exist in the vicinity of each point in the
reconstructed Geometry . Note that if the Geometry is encoded using lossless
encoding, the recolor process is unnecessary and is therefore omitted . The point
cloud with attribute values for each point in the reconstructed Geometry calculated
by the recolor process is used as input, and the attributes are encoded using
RAHT or Predicting/Lifting Transform and transmitted to the decoder as an
attribute bitstream. The decoder first generates a reconstructed Geometry from
the Geometry

bitstream . Next, the attributes for each point in the reconstructed Geometry
are generated from the attribute bitstream to obtain the final reconstructed point

cloud.

Of the multiple coding tools defined in G-PCC , we will
provide an overview of Octree and RAHT, which are primarily
used in the G-PCC real-time codec described below.

Octree is a method that assumes a rectangular parallelepiped that contains
the point cloud to be processed and recursively divides that space. It is also used
for 3D point cloud processing other than encoding. When used for encoding, the
rectangular parallelepiped (node) is divided into two in the x, y, and z directions ,

resulting in eight regions (child nodes), each of which is divided into eight regions.

An occupancy code is calculated that indicates whether or not the region contains
even one point (occupied/unoccupied) . Unoccupied regions are no longer
divided, and occupied regions are divided again. This process is carried out
recursively until the size of the divided regions is 1 x 1 x 1. This allows us to
determine with integer coordinate precision (1 x 1 x 1 voxel precision) whether

or not there is a point at each coordinate position.

The decoder side can encode the occupancy data transmitted

from the encoder side using the occupancy code .

By reproducing the division on the encoder side based on the code , it is possible
to restore the positions where points exist.

RAHT20) is a method for efficiently encoding attribute information such as
color and reflection coefficients by recursively converting them into low- and
high-frequency components using a transform similar to the Haar-Wavelet
transform. In the case of images, the number of pixels in adjacent regions is
always the same, so the weights used during transformation are equal.

However, in the case of point clouds, the number of points contained in
adjacent regions is not necessarily the same. Therefore, a technique is devised
to weight the transformation based on the number of points contained in each
region when performing the transformation. In addition to simply encoding
transform coefficients, it is also possible to use intra-prediction, which performs

spatial prediction based on transform coefficients in higher layers that have

already been decoded, and decodes only the prediction residual.
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Figure 7 G-PCC real-time codec configuration

3.2 Development of G-PCC real-time codec

The authors have developed the world's first end-to-end G-PCC real-
time codec11). Here, real-time is defined as the throughput of the
encoder and decoder being equal to or greater than the input rate of the
input data. Figure 7 shows the system configuration of the G-PCC real-
time codec . The encoder PC receives the point cloud acquired by the
LiDAR sensor and the RGB image acquired by the USB camera. Within
the encoder PC , the point cloud and RGB image data are processed by
ROS (Robot
The point cloud acquired by LIiDAR usually does not have color
information, so color is added to each point (colorization) based on the
color information acquired by the USB camera. The colorized point cloud
data is then output as a ROS topic and input to the G-PCC encoder.
After the encoder encodes the geometry (coordinate information) and
attribute (color information) , the data is transmitted to the G-PCC
decoder via the IP transmission/reception module and the network . The
G-PCC decoder outputs the decoded point cloud as a ROS topic , and
the decoded point cloud is displayed using a viewer provided with ROS

such as rviz. Here, the encoder and decoder are

Based on the G-PCC reference software developed by MPEG , we newly
implemented frame-by-frame parallel processing to speed up processing.
Here, the term frame is defined the same as for video data. That is, when
point clouds are acquired continuously in time, a frame is defined as a
point cloud acquired at the same time (or considered to have been
acquired at the same time). It is also possible to divide a frame into
multiple regions and consider each divided point cloud as a pseudo-
frame. With this ingenuity, we confirmed that the throughput was
approximately six times faster (up to approximately 2.4 million points/
second) by processing eight parallel threads, compared to a maximum of
approximately 400,000 points / second in sequential processing (single-
threaded ). Note that throughput varies slightly depending on the input
point cloud, so the above figures are for the point cloud data (MPEG test
data) used for speed measurement . As mentioned above, ROS is used
for the input and output of point cloud data . Although ROS is not
essential for real-time processing itself , many LiDAR sensors are
compatible with ROS , so ROS was adopted from the perspective of
interoperability. Although ROS was used at the beginning of development,

it is now being used as shown in the figure.

It also supports ROS2 . In the initial development, both the encoder and

decoder were implemented on laptops .

Currently, the encoder can run on a small computer such as the NVIDIA
Jetson Orin Nano , and in the demonstration experiment described below,
a Jetson Orin Nano was installed on a drone and a dog-shaped robot to
transmit point cloud data acquired in real time. In addition, an iPhone
app equipped with a real-time encoder function has been developed,
which makes it possible to transmit point cloud data acquired by the

iPhone 's LIDAR sensor in real time.

3.3 Demonstration experiment

This section introduces a demonstration experiment using the G-PCC
real-time

codec. First, in January 2023, we demonstrated that a pre -generated
point cloud of a building could be time-divided at approximately 300,000
points per second , compressed using a real-time encoder, and
transmitted stably via 5G /LTE . 10) Specifically, the input point cloud
was divided into approximately 30,000 points per frame and input to the
encoder at 10 fps. In this experiment, stable transmission of the point
cloud was not possible when processed using a single thread. However,
we confirmed that stable transmission was possible when parallel
processing was performed using two threads. We also confirmed that
the real-time codec could compress the point cloud file size from
approximately 26 Mbps to approximately 1.2 Mbps (approximately 1/21 of the size).

Furthermore, a demonstration experiment was conducted in August
2024 to transmit point cloud data acquired in real time from the
construction site to a remote location.21 ) Li-
We equipped a quadruped robot and a drone with a small computer
(Jetson Orin Nano) equipped with a DAR sensor, a USB camera for
coloring point clouds , a communications module, and a real-time
encoder, and confirmed that real-time point cloud acquisition and
transmission to a remote location (Shimizu Corporation's Onko Soushin
no Mori NOVARE, Koto-ku, Tokyo) was possible (Figure 8). This
technology significantly reduces the time required to acquire point clouds
at construction sites, etc., from remotely capturing the point cloud to
confirming the data, which previously took several hours, to less than 10
seconds. In the future, remotely controlling, semi-automating, or
autonomous quadruped robots and drones will enable remote construction
management, monitoring, and inspection, which is expected to improve

the efficiency of quality and progress management as well as safety and productivity.

4. Conclusion

This paper outlines the development of the world's first real-time point cloud compression

and transmission system that complies with the MPEG point cloud coding standard (PCC).
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