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Paper

Evaluation on Sign Language CG Animation for Breaking News

Tsubasa Uchidat, Naoki Nakatanit, Takeshi Kajiyamatt and Hiroyuki Kanekot

Abstract: NHK is developing a system for generating CG for any given sentence using machine translation and CG generation technology, with the aim of expanding information security services

for the hearing impaired. An evaluation experiment was conducted on the hearing impaired to assess the comprehension of sign language CG generated from breaking news text, and the factors

that hinder comprehension were analyzed for both machine translation and CG generation. Sign language CG generated by machine translation had a lower accuracy rate for comprehension than

sign language CG generated by manual translation , indicating the need for improvement in translation accuracy. In generating CG, it was shown that the comprehension of proper nouns is affected

by supplementary information such as finger spelling and mouth shapes, as well as the speed of presentation, and that facial expressions that do not match the context can also hinder comprehension.
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1. Introduction

NHK is expanding its sign language broadcasting as one of its information security
services for the hearing impaired. Native sign language speakers have difficulty
understanding subtitles provided in Japanese, and there has been a demand for
expanded provision of sign language information for high-priority news. However, the
number of sign language anchors and interpreters who can appropriately convey the
technical content of news in sign language is limited, and it is difficult to consistently
secure experts well-versed in sign language expressions for news at broadcasting
stations. Therefore, NHK is conducting research and development into an arbitrary sign
language CG generation system that automatically generates sign language CG from
Japanese text in breaking news using sign language presentation technology based on

computer graphics (CG) animation (hereafter, sign language CG ) 1).

Sign language is a language with its own grammar that differs from spoken language, and
when conveying Japanese content in sign language, simply arranging the sign words in
accordance with the Japanese word order does not accurately express the content.
Therefore, it is necessary to translate the Japanese content by replacing it with the word
order and grammar of the sign language. In this paper, we define errors in the selection of
each word to be translated during translation and errors in the word order of the entire
sentence as translation errors. It is said that sign languages used in Japan include
“Japanese Sign Language,” which has word order and grammar distinct from Japanese,
and “Japanese-based Sign Language,” which follows Japanese word order and
grammar.2)3) In the Japanese news articles studied here, new words appear frequently.
Consequently, even for deaf individuals whose native language is Japanese Sign
Language, many expressions cannot be fully conveyed using Japanese Sign Language
alone. Instead, they become expressions that possess characteristics of both Japanese

Sign Language and Japanese-based Sign Language.
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There are many expressions that cannot be expressed using this sign language alone, and the resulting
expressions have the properties of both Japanese Sign Language and Japanese-compatible sign language.
This system is composed of two component technologies: machine translation

from Japanese text to information representing sign language word order (sign
language word strings), and CG generation that connects multiple sign language
word actions according to the translated word order. Therefore, in this study, we
conducted evaluation experiments to clarify the issues with the two component
technologies that make up the generation of arbitrary sign language CG . In this
study, we conducted evaluation experiments to clarify the issues with sign language
CG generated from breaking news. For the evaluation, we used two types of sign
language CG : one that was manually translated by a sign language newscaster, and
the other that was machine translated by inputting the breaking news text into the
system and translating it using a translation model . To improve the comprehension
of the sign language CG , we considered issues that needed improvement through
evaluation experiments using a web page and face-to-face interviews (depth
interviews). The following points
were clarified in this paper: ( 1) Sign language CG generated by machine
translation had a lower accuracy rate for content comprehension than sign
language CG generated by manual translation , confirming the need for
improvement in translation (2 ) In generating CG , we confirmed the

necessity of adding finger spelling to
proper noun expressions, using appropriate speed and mouth shapes, and

reproducing appropriate facial expressions that match the context.

2. Related Research

Various methods employing different approaches have been proposed for automatic
translation from spoken language to sign language. Many of these methods utilize
avatar animation, employing 3DCG avatars for output. In sign language automatic
translation, the input spoken language is translated sentence-by-sentence into a
sequence of sign language words, and sign language utterances are generated by

Iinkin? these sign language words together.4)-6)
ated Content
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Sign language utterances are generated by translating sentences into a single sentence
and connecting the sign words together . 4)-6) In avatar animation , sign language actions
are reproduced by controlling an avatar using keyframe animation. 7)8) or motion capture
data. 9)-12) Regarding avatar control, various approaches have been reported to reproduce
natural, easy-to-understand sign language actions in avatar animation. 13) Sign language,
as a visual language, has various unique grammatical elements that differ from spoken
language, such as nodding, pointing, pauses in movements, and facial expressions. When
generating sign language avatar animation, reproducing these grammatical elements
presents a major challenge for accurate content transmission. 14)-16) Therefore, quantitative
evaluation using BLEU alone is insufficient for evaluating the performance of machine sign
language translation. Because accuracy must be evaluated, including the reproduction of
grammatical elements unique to sign language, the quality of the final output avatar
animation is crucial. As quantitative evaluation criteria for evaluating the quality of sign
language avatar animation, such as content comprehension and naturalness, have not yet
been established, many researchers have used their own evaluation methods, such as

subjective evaluation experiments12 )16)-18).

To evaluate the performance of our system for generating arbitrary sign language CG ,
we conducted evaluation experiments with hearing-impaired people to compare the
performance of the system with that of machine translation.

We verified the effect that each elemental technology of CG generation has on the

comprehension of the content of the final output sign language CG .

3. Arbitrary Sign Language CG Generation System

3.1 System Overview This
system translates input Japanese text into sign language, connects sign language
motions based on the translation results, and automatically generates sign language CG

animation1). An overview of this system is shown in Figure 1 .

First, the Japanese text is machine translated into a sequence of sign language words
arranged in chronological order. A neural machine translation model using Transformer is
applied for the translation19). A Japanese-sign language bilingual corpus based on NHK
Sign Language News broadcast footage is used to train the machine translation model20).
The bilingual corpus is bilingual data accumulated by annotating the Japanese
announcement speech in the program footage into Japanese text, and the sign language

expressions used by sign language news anchors into sign language word sequences.

Next, the motion data of the sign language words is read according to the sign language
word sequence. The motion data of the sign language words was recorded in advance
using an optical motion capture system. In order to reproduce facial expressions, which are
an important grammatical element in sign language, in the sign language CG , the
movements of the hands and fingers as well as the movements of the face were recorded
as motion data. Sign language words published in sign language dictionaries21)22) , sign
language expressions that frequently appear in NHK Sign Language News, and the

expressions required for the service were recorded as motion data.

The motion data of the signs was recorded and a motion database of sign language words
was constructed. All motion data for the sign language words contained in the sign language
word string was read from the motion database, and by interpolating and connecting the
motion data, sign language motions for each sentence were automatically generated, which
were then played on a CG avatar to render CG animation. Specifically, by connecting the
motion data of pre-recorded sign language words according to the word order of sign
language, such as [Tokyo, tomorrow, weather, bright, forecast] (The weather in Tokyo
tomorrow will probably be sunny), it is possible to generate a variety of Japanese sentences

as sign language CG .

3.2 Functions for reproducing grammatical elements specific to sign language

Previous research has shown that when sign language CG is presented in which word
motions are simply connected in the correct word order, the level of comprehension is
low.14 ) Therefore, in this system, we developed functions to reproduce grammatical
elements specific to sign language for each of the component technologies of machine
translation and CG generation.

In sign language CG created by interpolating word motions , proper nouns expressed
as compound words made up of multiple words and the division of phrases become unclear
due to the constant time interval between sign language words. Therefore, we developed a
system that outputs auxiliary information to reproduce the division of proper nouns and

phrases along with the translation results at the CG generation stage19).

Additionally, while we previously manually corrected errors in word selection and word
order in machine translation and edited motions to reproduce grammatical elements , we
have now incorporated a mechanism to automate some grammatical elements. We have
developed a function to clarify the gaps between sign language words by synthesizing
nodding and pointing motions while maintaining the spatial position of the arm in the
previous sign. We have also developed a function to emphasize the unity of sign language
words by narrowing the time intervals connecting multiple word motions that make up
proper nouns. 1) 25) The word motions used in this system are recorded in dictionary

form, the basic form of sign language actions listed in sign language dictionaries. 21)
22) Regarding facial movements, which are one of the grammatical elements, words whose
meaning changes depending on the mouth shape (mouth shape) even if the hand and
finger movements are the same are problematic. The pre-recorded word motions are fixed
to dictionary-form mouth shapes, and if the mouth shape differs from the context of the
sign language sentence, the content will change significantly from the original Japanese
information. Therefore, we developed a function to replace and synthesize appropriate

mouth motions for proper nouns1)25).

4. Experimental Overview

Using an arbitrary sign language CG generation system that implements a function for
reproducing grammatical elements specific to sign language , an evaluation experiment
was conducted on hearing-impaired people to verify the comprehension of sign language
CG generated from breaking news text. 4.1 Experimental conditions The

experiment involved a

total of 101 people ( 88 deaf, 11 hard of hearing , and 2 people who had recently lost

their hearing), with an age distribution of 20 people under 20 , 20 people in their 30s , and
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Figure 2: lllustration of sign language CG animation generation using manual and machine translation

The participants in the experiment were 30 people in their 40s , 20 people in their
50s,

and 11 people over 60. Six categories of breaking news sentences (evacuation/
safety, election news, power shortages, missiles, sports, and medal news) were
selected, and a total of 24 breaking news sentences from each category were used
for evaluation. As shown in Figure 2, two types of sign language CG videos were
prepared for each breaking news sentence: a hand-translated video and a machine-
translated video. The hand-translated video was a sign language CG video
generated by translating the Japanese text of the breaking news into a string of
sign language words by a sign language news anchor and connecting the word
motions . Since it can be assumed that the translated individual sign language
words and the word order of the entire sentence are correct and there are no
translation errors, it was used to evaluate the impact on comprehension due to the
CG generation alone . The machine-translated video was a sign language CG
video generated by inputting the Japanese text of the breaking news into the
system and translating it using a translation model . It was used to evaluate the
impact on comprehension due to both machine translation and CG generation.

Two sets of 24 videos , including both manually translated and machine
translated videos , were created and presented to two groups of participants.
The first set of videos was selected from 12 manually translated videos and
12 machine translated videos to avoid overlapping breaking news content,
while the second set consisted of the remaining 12 manually translated videos
and 12 machine translated videos . In other words, each of the two groups
ultimately evaluated all of the sign language CG videos related to the 24
breaking news sentences , with the only difference between the groups being

the type of machine translated and manually translated videos. 4.2 Experimental

4.2 Experimental

The experiment was conducted on a webpage built for evaluation purposes,
using s ign language CG videos and multiple-choice questions about the content
of each video.

FECGHEORT i
RO

Figure 3 Example of evaluation web page

Questions were displayed one by one on a web page after the video was played,
with answer options selected using checkboxes. Figure 3 shows an example of the
evaluation web page. Each video was viewed three times, and two types of
questions were presented for each breaking news sentence : one to check
comprehension of the entire sentence, and one to check proper noun reading.
Proper nouns are particularly important when conveying breaking news. However,
many compounds are composed of multiple sign language words, and the
accuracy of the sign word connection and mouth shape are thought to significantly
affect readability. For this reason, proper noun reading was evaluated separately

from comprehension of the entire sentence. Table 1 shows example questions.

Table 1. Examples of questions regarding
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5. Results and Discussion

5.1 Correct Answer Rate for Questions Regarding

Content Comprehension The evaluation results, Table 2 shows the correct
answer rate for questions regarding content comprehension. The correct answer
rate was calculated as the ratio of the number of correct answers to the total
number of questions in each category, broken down by the attributes of the
participants. The evaluation results showed that the correct answer rates for all
categories of sign language CG videos for both manual and machine translation
were 66.5% (standard deviation 15.2%) and 65.5% (standard deviation 15.9%) for
all participants. The difference in correct answer rate between categories for
machine translation was larger than for manual translation. This indicates that the
current machine translation model has variation in translation accuracy for each
category. Furthermore, in categories other than sports and medal news, which are
frequently included in the training data for the machine translation model and are
expected to have high machine translation accuracy, the correct answer rate for
machine translation was lower than for manual translation, indicating that machine
translation accuracy affects the comprehension of the sign language CG content.

5.2 Reading Proper Nouns The

accuracy rates for questions regarding the reading of proper nouns only are
shown in Table 3. For proper nouns, the accuracy rates for manual translation and
machine translation across all participants were 82.1% and 76.1%, respectively.
For manual translation, the accuracy rate for some organization names, such as
sports team names and political party names, was 69.1% , lower than the 74.0 %
for machine translation. When expressing proper nouns that are unfamiliar to the
speaker, sign language often emphasizes mouth shapes or uses finger spelling.2
However, in addition to the issue of not being able to reproduce mouth shapes in
CG generation, as discussed in Section 5.4 , the manual translation did not use
finger spelling and instead used only sign language words, which is thought to
have affected comprehension. On the other hand, the machine translation often
used finger spelling to signify organization names, which is thought to have resulted
in a higher accuracy rate than the manual translation. 5.3 Analysis by participant
attributes ( 1) Analysis of the effect of sign language proficiency To verify

whether sign language proficiency affected the

evaluation results, participants were divided into two

groups: those with hearing loss or late deafness whose first language is not
sign language, and deaf participants who have used sign language as their first
language since childhood. As shown in Tables 2 and 3 , with the exception of a
few categories, the deaf group had a higher correct answer rate than the hearing
loss or late deafness group. The correct answer rate for all participants in the
manually translated videos was an average of 62.8% (standard deviation 16.5%)
for the hearing loss or late deafness group and 67.0% (standard deviation 11.4 %)
for the deaf group . Although the difference was not significant, the deaf group
tended to have a higher correct answer rate. On the other hand, the accuracy rate
for machine-translated videos was 60.3% ( standard deviation 11.9%) for the
hearing-impaired/late-deafened group and 66.3% (standard deviation 16.8%) for

the deaf group.

The correct answer rate tended to be higher in the deaf group than in the hearing-

impaired/late-deafened group. Figure 5 shows a boxplot of the distribution of
correct answer rates for all participants. The boxplot shows that the variance in
correct answer rates was smallest when the deaf group was presented with the
manually translated video. Excluding the outliers in the deaf group, the distribution
of correct answer rates for the manually translated video showed a larger difference
between the maximum and minimum values of correct answer rates and a larger
variance in the hearing-impaired/late-deafened group than in the deaf group. The
distribution of correct answer rates for the machine-translated video also showed a

larger variance in the deaf group, but more participants in the deaf group had a
higher correct answer rate than the hearing-impaired/late-deafened group. The
overall correct answer rate was higher in

the deaf group whose native language is sign language than in the hearing-
impaired/late-deafened group whose native language is not sign language,
suggesting that this difference is due to differences in sign language proficiency.
Furthermore, there was no significant difference in the trend in correct answer rates
for each translation method between the two groups, and manual translation tended
to have a higher correct answer rate than machine translation, consistent with the
overall trend for all participants. Therefore, it was shown that the overall trend in
correct answer rates does not depend on sign language proficiency. ( 2 ) Analysis
of the effect of age To verify whether

age had an effect on correct answer rates,

we analyzed the correct answer rates by age group. Table 4 shows the correct
answer rates by age group for participants in the experiment, including both deaf
people and people with hearing loss or late-onset hearing loss. The analysis
showed that only the group under 20 had a higher correct answer rate for machine
translation than for manual translation, but the other four groups showed the same
overall trend of a higher correct answer rate for manual translation than for machine
translation. The accuracy rates of machine translation for the group under 20 years
old were 92.5% and 73.3% for the sports and medal news categories, respectively,
which were higher than the accuracy rates of machine translation for the same
categories for other age groups. As mentioned above, in the sports and medal
news categories, the machine translation results tended to frequently use
fingerspelling for proper nouns such as sports team names and athlete names.
While many older generations are not accustomed to Japanese, which is not their
native language, and have difficulty reading fingerspelling, many younger
generations have received sufficient education in written Japanese (reading and
writing). As a result, younger generations tend to actively use fingerspelling
frequently even in sign language and are also good at reading it26), and it is

possible that this difference may have influenced the results.

5.4 Problems caused by CG generation Since

the accuracy rate of manual translation assuming no translation errors was
66.5% , it is thought that even if machine translation outputs a 100% correct sign
language word sequence, content comprehension will decrease due to problems
caused by CG generation. One of the problems caused by CG generation is that
the inflection of sign language words cannot be reproduced by connecting dictionary-
type sign language word motions. In addition, the sign language word sequence

resulting from the translation is necessary to express a sign language sentence.
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Figure 4 Comparison of manual and machine-translated sign language CG

(Example of organization name "Yakult’)

Another problem is the lack of necessary information.

is a sign language word that represents the sign language words that make up a sign language sentence and their word order.
In addition to word sequences, we also generated CG images such as nodding and pointing.

In order to automatically identify grammatical elements of sign language, proper nouns and phrases are
However, the system outputs auxiliary information to indicate divisions such as facial expressions.
It is not possible to reproduce the context-dependent changes in sign language word forms, such as the change of
Therefore, the content of the sign language CG automatically generated by machine translation is
To improve the solution, we first need to address the shortcomings in CG generation.

We have added a function to reproduce the inflections of sign language that is currently used.
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Figure 5. Distribution of correct answer rates among participants

Table 3. Correct answer rate for questions about reading proper nouns.

Auxiliary information for automatic processing of sign language functions is combined with the sign language word
It is necessary to output the
Another factor is that the mouth shape cannot be reproduced.
There are also problems with controlling the mouth shape of sign language CG .
The mouth motion and hand motion are linked together for the famous words.
The avatar is not moving and the mouth motion
There are two issues with this method: the lack of sufficient facial control.
When replacing the mouth motion of a noun, the hand motion is
The data on the joints of the mouth of the character is used to derive the pronunciation of proper nouns.
Mouth shape motion data generated separately based on the information
When replacing 1)25) , the mouth movement and hand movement become asynchronous.
This creates a sense of incongruity.
The transformation method differs depending on the sequence of characters.
In this system, mouth motion is generated by combining characters.
As aresult, the deformation of the mouth movement, which should differ depending on the position, is not reproduced.
As a result, the mouth shape becomes unnatural.
The problems caused by CG generation will be discussed later in Chapter 6.

This was further verified in detail through face-to-face interviews.

Table 2. Correct answer rate for questions regarding content comprehension.

E5% [%)
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PRI R
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¥4 | 3 77.8 72.5 | 73.2 61.9 70.7 | 69.5
Z K= 4 81.3 76.1 | 76.9 90.0 79.7 | 80.7
XENVHEH | 6 42.9 59.0 | 56.8 52.8 64.9 | 63.4
2HFIY | 24 62.8 67.0 | 66.5 60.3 66.3 | 65.5

EER (%)
- it ANTFHIR HEWBHR
TXIV R - , B - ,
iz | 20 | T g | 20 | B
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fiiEsEa) 6 85.7 88.3 | 88.0 77.8 73.3 | 73.8
ik 2 6 63.9 69.8 | 69.1 66.7 75.2 | 74.0
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6. Issue verification through in-depth interviews

Chapter 5 : Issues regarding CG generation obtained from the evaluation experiment results

To examine the issue in more detail, we used only the manually translated videos.

A face-to-face in- depth interview was conducted.

The in-depth interview is shown in Figure 1. The participants were in their 20s .

A total of six people (five deaf and one with hearing loss) in their 60s and 70s .

We provide hand-translated CG videos of breaking news in sign language.

After showing the information, the student will listen to what they have read in sign language.

The breaking news used for the evaluation consisted of nine sentences, as shown in Section 4.1 .
The six categories used in the web evaluation experiment were traffic information,

The information was selected from the seven categories to which it was added.

As a result of the interviews, the number of people who responded "unfamiliar” to proper nouns was
"Place names are difficult to read,” "The speed is too fast,” “There are no mouth shapes,"
Therefore, they mistook it for another word or could not read it.

Many comments were made.
Regarding the sign language representation of proper nouns that do not exist, the considerations in Chapter 5

As in the previous resdlts, in addition to improving mouth control,

of sign language were provided.
It was shown that it was necessary to add finger alphabets to facilitate this.

If the mouth shape is easy to read like a human sign language speaker, then it is possible to use finger spelling.
Although there is no need for further explanation, there are issues with the accuracy of mouth shape control.
In the sign language CG of this system , finger alphabets are added.

Itis believed that providing additional information through this method can improve comprehension of the content.

can be obtained.

Other comments include, "The topic of missiles has become stiff.
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Table 4. Correct answer rate by age of
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Figure 6 : Depth interview

There were also many comments about facial expressions that hinder understanding of the
content, such as "A smiling face is appropriate, but a bright expression is inappropriate,” and

"If service is suspended, it is better not to smile." These indicated that improvements are

needed to control facial expressions in line with the context in order to properly convey information.

7. Conclusion

We developed a function to reproduce grammatical elements specific to sign
language in an arbitrary sign language CG generation system and conducted
evaluation experiments of the sign language CG generated by the system using
breaking news. The results of a question-based evaluation experiment on a web
page showed that the accuracy rate of questions regarding comprehension of the
sign language CG generated by machine translation was lower than that of sign
language CG generated by manual translation , indicating the need for improved
translation accuracy. We also found that translation accuracy varied by news
category, and that even when the translated sign language words and the overall
word order of the sentence were correct and there were no translation errors,
comprehension of the content decreased due to CG generation. Furthermore, in-
depth interviews regarding the CG generation revealed issues regarding the
addition of supplementary finger spellings to express proper nouns, the use of
appropriate presentation speeds and mouth shapes, and appropriate facial
expression control depending on the context. By expanding the training data to
improve the accuracy of machine translation, and by overcoming the challenges
of CG generation by introducing techniques such as finger spelling for proper
nouns and controlling facial expressions according to the context, we believe that
comprehension of the content of the sign language CG automatically generated by

this system will improve.
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