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Abstract Screen—camera communication enables instantaneous retrieval of on-screen information. Imperceptible screen-

camera communication, embedding data in videos unnoticeably, holds great promise as it does not interfere with the viewing

experience. The imperceptible color vibration method achieves this by alternately displaying two colors with the same lu-

minance for each pixel. However, decoding performance may deteriorate due to interframe differences in the original video

content. To address this, we propose a novel decoding approach using a dual-camera smartphone to capture two images with

different modulation values simultaneously. This method allows for computing color differences between temporally close

images, reducing artifacts from temporal changes in the original content. Our experimental results demonstrate an improved

decoding rate and decreased recognition time compared to the previous method.

Key words: Imperceptible color vibration, screen—camera communication, visible-light communication

1. Introduction

Visible light communication (VLC) serves as a com-
plementary technique to radio frequency (RF) commu-
nication, particularly in communication between de-
vices in close proximity [1]. Compared to RF com-
munication, VLC possesses distinctive characteristics.
Firstly, due to the high frequency of visible light, VLC
exhibits highly directional properties, resulting in a lim-
ited reception range and minimal interference. For in-
stance, visible light cannot penetrate obstacles such as
walls. Secondly, existing lighting equipment, including
light-emitting diodes and displays, can be utilized as
VLC transmitters. Hence, VLC can be implemented at
a low cost because these properties eliminate the need
for additional hardware.

Screen—camera communication, a subset of VLC, has
gained prominence with the widespread use of displays
and smartphones. It enables the instantaneous re-
trieval of on-screen information. Although visible two-
dimensional (2D) barcodes such as quick response (QR)
codes [2] are commonly used, they consist of symbolic

patterns that are difficult for humans to recognize and
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can disrupt the video-viewing experience by occupying
portions of the content display area.

Alternatively, research has focused on invisible
screen—camera communication, where data are embed-
ded within the display in a manner invisible to the hu-
man eye. This approach maintains the video-viewing
experience while simultaneously transmitting data to
a side channel. In the imperceptible color vibration
method proposed by Abe et al. [3], imperceptibility is
achieved by rapidly alternating between two modulated
colors of identical luminance but differing chromaticity
for each pixel. This method exploits the insensitivity
of the human eye to rapid chromaticity changes and
allows real-time transmission of invisible information
using standard displays and smartphones. However,
extracting information from videos containing intense
movements poses a challenge. Decoding is impaired by
temporal changes in the original video content because
the embedded information is retrieved by calculating
the difference between temporally distant frames.

To address this challenge, we propose a decoding
method that simultaneously captures two images with
different modulation values using a dual-camera smart-
phone, as shown in Fig. 1. Our approach mitigates
artifacts caused by temporal changes in the original
video content by capturing the color difference between
temporally adjacent frames, resulting in robust decod-
ing. We previously introduced this concept and demon-

strated its several applications [4]. Building on this,
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Fig.1 Simultaneous capture of two images with differ-

ent modulation values.

we include additional experiments on capture rates and
exposure times, offering deeper analysis of the dual-
camera setup for retrieving imperceptible QR codes,
and providing extended discussions on broader implica-
tions and recent developments. This study empirically
determines the optimal capture parameters to enhance
the decoding performance and primarily discusses the
results based on the chromatic differences obtained dur-
ing the decoding process. Furthermore, we compared
the decoding rate and recognition time of the proposed
method with those of the previous method proposed by
Abe et al. [3].

The main contributions of this study are summarized
as follows:

e We propose a simultaneous capturing technique
employing a dual-camera smartphone to achieve robust
decoding, thereby reducing artifacts caused by inter-
frame differences in the original video content.

e Through experiments, we determined appropriate
capture parameters and evaluated the proposed system

by measuring the decoding rate and recognition time.
2. Related Work

2.1 Screen—Camera Communication

In the field of screen—camera communication, re-
search has focused on designing codes capable of em-
bedding substantial information and enabling error-
robust extraction. Typically used 2D codes include
QR codes [2] and data matrices [5].
capacity color barcodes have also been proposed, such
as COBRA [6] and Rainbar [7]. RescQR [8] proposed a

screen-camera communication system that reliably re-

Moreover, high-

cover QR codes by using a dedicated frame border and
a Viterbi-based data recovery scheme. However, these
codes comprise symbolic patterns that are not directly
interpretable by human eyes and can interfere with
the visual experience of the displayed content. Fur-
thermore, they occupy the content display area, either

spatially or temporally, further disrupting the video-
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viewing experience.

One of the code design approaches aims to render
codes with a human-interpretable appearance similar to
normal images. Certain studies have generated codes by
combining QR codes and images [9,10]. Although the
generated codes possess the advantage of being read-
able by existing QR code readers, they retain the finder
patterns and other features of QR codes, compromising
their appearance. Moreover, some studies for code de-
sign involve superimposing a module representing 0/1
on the image [11-13] or altering the color of the dots
within an image represented as a color dot matrix [14].
Although these methods render the code less obtrusive,
they still degrade the modulated image.

2.2 Invisible Screen—Camera Communica-

tion

In contrast, the other approach suggests embedding
visually imperceptible codes for screen—camera commu-
nication. Invisible screen—camera communication refers
to the embedding of codes in a manner imperceptible
to the human eye. In this regard, Visual MIMO [15]
embeds information by changing the values of low-
frequency components within an image. HiLight [16]
and Uber-in-Light [17] utilize alpha channel, and red
and blue channels, respectively, to transmit informa-
tion using frequency-shift keying. In these methods, the
modulation must remain sufficiently small to preserve
imperceptibility because the mechanisms for compen-
sating for changes in pixel values are not well-equipped.
Therefore, there is concern that they are susceptible to
noise in the environment, leading to a decrease in de-
coding accuracy.

(1) Luminance Modulation

Notably, certain studies exploit the temporal resolu-
tion of the human eye, which does not perceive flickers
of rapid luminance changes but rather average bright-
ness. The boundary frequency is called the critical
flicker frequency (CFF) and is approximately 40-50
Hz [18]. These characteristics allow greater modulation
InFrame [19, 20]

achieves invisible screen—camera communication by al-

while maintaining imperceptibility.

ternately displaying an original video frame with a posi-
tive data frame and a negative data frame at high speed
(120 FPS). Moreover, TextureCode [21] selectively em-
beds information only in regions with complex textures
where flickers are less likely to be perceived. Further-
more, ChromaCode [22] employs the lightness compo-
nent of the uniform perceptual color space for embed-

ding and adjusts the amount of lightness change to ac-
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count for texture complexity. These methods require
relatively high hardware requirements, as the display
on the sender side needs to have a refresh rate exceed-
ing the CFF of luminance, such as 120Hz, to generate
above 40-50 Hz vibration.

(2) Chromaticity Modulation

In addition, several studies have leveraged the CFF
of chromaticity, which is approximately 25 Hz [23] and
is lower than that of luminance, making it possible to
achieve invisible screen—camera communication with re-
duced hardware requirements. VRCodes [24] achieved
invisible color modulation by generating a pair of colors
in symmetrical positions on the CIE chromaticity dia-
gram for a gray cell and by alternately displaying them
at high speed. This method attempts to embed infor-
mation only for cells whose original color is gray, and
does not realize embedding for arbitrary images, which
limits its use. Moreover, Yamamoto et al. [25] incorpo-
rated random dot markers as invisible information to
estimate a camera’s pose for mobile interactions. By
alternatively presenting positively and negatively mod-
ulated image pairs at 60 Hz on the transmitter side
and setting the capture rate of the camera to 45 fps
on the receiver side, color changes are acquired at a
period of three frames on the receiver side. The prob-
lem is that the decoding rate is low when the original
content is video and a rolling shutter camera is used.
Abe et al. [3] proposed an imperceptible color vibra-
tion method, wherein two modulated colors with iden-
tical luminance were alternately displayed at a refresh
rate of 60 Hz, embedding QR codes mainly into still
images. On the receiver side, the smartphone camera
captured images every 1/24 s, and the absolute differ-
ence in the chromaticity components between the cur-
rent frame and the second preceding frame was com-
puted. Subsequently, the absolute current difference
and prior difference were added to address the rolling
shutter effect. Then, a blur filter was applied to the
added image, followed by binarization. In this method,
decoding is impaired by temporal changes if the orig-
inal video content has intense movements because the
embedded information is retrieved by calculating the
difference between temporally distant frames.

(3) Decoding Methods

In these methods, which embed data by temporally
modulating pixel values, decoding typically involves cal-
culating the difference between positively and nega-
Klein

et al. [26] proposed a method to decrease the capture

tively modulated images on the receiver side.
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rate requirement by extracting appropriate vertically
divided regions from the interframe differences of cap-
tured frames and reconstructing the displayed frame
for decoding purposes. UnseenCode [27] introduces an
image-based extraction method that employs the cross-
This method

embeds information by adding and subtracting values

component correlation of color images.

of the X component in the XYZ color space. On the re-
ceiver side, decoding is performed using the modulated
X component values and the unmodulated Z compo-
nent values obtained from a single captured image. This
method is robust to interframe differences since decod-
ing can be performed from a single image. However,
it relies on correlation with simple and known patterns
to recognize the embedded information. Therefore, de-
coding of complex or unknown patterns is considered

challenging.
3. Method

We propose a decoding approach for imperceptible
color vibrations that enables the robust recognition of
information embedded in videos.

3.1 Encoding Process

Prior to explaining the proposed decoding method,
we describe the generation method of the imperceptible
color-vibration videos. As shown in Fig. 2 (a), for each
pixel where the QR code is to be embedded, two mod-
ulated colors are generated which are symmetrically lo-
cated on the C,C, plane of the YC,C, color space to
the original color. Then, two complementary frames are
obtained by applying this operation to each pixel. The
encoding is processed at every frame of 30-fps videos to
generate two image pairs and they are concatenated to
make 60-fps videos which presents a chromatic flicker
of 30 Hz as shown in Fig. 2 (b).

3.2 Decoding Process
y

color correction, 2) simultaneous image capture, 3)

The decoding method comprises of four steps.

angle-of-view correction, and 4) decoding. We imple-
mented this method using Swift, and the camera con-
trols are confined to the capabilities allowed by the
code, access to lower-level hardware was not part of our
implementation. We used an iPhone 13 Pro featuring
wide-angle and telephoto cameras.

First, color correction was performed between the two
cameras using the functions provided within Apple’s
AVFoundation framework.

Subsequently, two images were captured simultane-

ously at different exposure times. Considering the
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Cb

(a) Color modulation of each pixel in the transmitter side

(30 fps)

(b) Encoding is processed at every frame to make color vibration
videos.

Fig.2 Description of the encoding method.
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(b) The chromaticity difference obtained by simultaneous capturing
is determined by the ratio of the capturing times of the modulated
images.

Fig.3 Capture method. The proposed method em-

ploys a dual-camera smartphone to simultane-
ously capture two images with different exposure
times.

rolling shutter effect, simultaneous capture was con-
ducted twice, and the embedded QR code was extracted
using four images during the decoding step, similar to
the method of Abe et al. [3]. The capture parameters
for the two cameras are described in Section 4.

The images are captured simultaneously using two
cameras on a dual-camera smartphone, each with a dif-
By

changing the exposure time, two images with different

ferent exposure time, as depicted in Fig. 3 (a).

amounts of color modulation are obtained.

In this context, we calculated the color difference ac-
quired by the smartphone. In the case of video con-
tents, it is difficult to model the color difference accu-

rately, and two adjacent frames are almost identical.
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Thus, the color difference is calculated under the as-
sumption that the displayed content is the color vibra-
tion of a still image. The two images, post-modulated
by imperceptible color vibrations, are referred to as
the positive-modulated image and negative-modulated
image. These images are displayed alternately on the
screen.

Let AT represent the amplitude of the color vibra-
tion. If the exposure of the dual camera begins while a
positive-modulated image is displayed, the color differ-

ence is represented as follows:

{AL7 (A (1=r, )}~ AT 74 (~AL) (1)
=2AT - |rs—r, (1)

where 75, r; denote the ratio of the time taken by cam-
eras with short and long exposure times to capture
a positive-modulated image, respectively, as shown in
Fig. 3(b).

In reality, the brightness or color of the captured im-
ages may differ depending on the absolute exposure
times. The difference in the amount of light entering
due to varying exposure times can cause slight changes
in contrast and sharpness when viewed, which we at-
tempted to minimize by adjusting the ISO sensitivity
accordingly. The calculation here was simplified based
on the fact that the dynamic range was adjusted ap-
propriately by modifying the ISO settings during the
experiments described in Section 4. Thus, the color dif-
ference obtained using the proposed method depends on
the ratio of the capture times of the modulated images
for each camera, which is determined by the exposure
time and onset of the capture process.

Next, an angle-of-view correction was performed be-
tween the two cameras by applying an affine transfor-
mation of Apple’s Vision framework. The computed
transformation matrix represents the translation be-
tween the two cameras, as the scaling of the two cam-
eras was adjusted beforehand.

Finally, decoding was performed by obtaining the ab-
solute difference in the components, excluding the lu-
minance, between two simultaneously captured images.
YC,C, color space was employed in our implementa-
tion, as mentioned previously, and the absolute differ-
ence between the C, and C, components was calculated
and summed. This decoding process was applied to the
simultaneously captured pairs to yield two different im-
ages. After two difference images were added, a 15x15
blur filter was adopted to mitigate noise such as edges

that arise during the angle-of-view correction. The



J-STAGE

lirsl}pair second pair

s v
camera with a longer camera with a shorter  camera wi
exposure time

exposure time

Table 1 [SMEZZLIREABEDEANAS
TV T A MAASOMEEZ,

oooooooo

N\ take difference \u take difference

\ add 7/

| blur filtering

Fig.d Fa—51 Y /WEOY—rY A, ZOCFAIY
FYVE [y -] [29]TH5.

TV — A — VBRI, KEDFE28] % FHWT?2
fELL, RI—RE2HRELA, 73— NLEDY —
v AERKLIRT,

4. FEBER

4, 1| BBL—ENGA—RXTaTINVHIATA
R=bT74 VDX Y TFyNTA—RERE
T B72DDERETV, TDHK, BEFED
ESMHEE % P S NRE U 72 ERFiE & g
L7, 2EfEMIIZMacBook Pro(14inch@E ., 202
1). =Z(EMIZiPhone 13 ProZ{FMA L /=, MacB
00k Prod#*ER7V) v ML, Apple XDR Disp
lay(P3-1600 nits)DF 7 4 )V bEREIZEE L
oo AR—NT7 4 VIET 14 AT VA4 Mn581cn
DIEEEICREIN, MAATOEANS T 1
ATVAEENRZE LU, EBRIZT
~NTHEZE (ADR-F2;ASONE) TfF - 7=,

X5(a) IR RFFF L. TrRIRE#RE U CHEDAF
NTWd, TI—E[EVRLVOB{ETI— R —
MIFEL 5 Z BHReEMENH 5720, —BEM 2R
95720, RI—RFRDTTF—FTELNIVTERF L
IZEIRE U=, Cp CHEICBITZ2BERIZIL. EEK
DYEEFELUZ2DDNRT A =&, TibbE2(a)iz
R EIBRIRHER(r) LIREAE(0)NH 5,

Telephoto IS0 B00 400 250 200 100
Difference (wide-angle — telephoto) —5.9 5.0 8.7 145 354

IRENHFEZIL, Cpii &0 %1286 1278
HEULAZLIDEREBLFEADERHR*RT,
RENAIECoEl & Cp CFH EDEFALRER
FESHRE OFEIDAETH D, FREIHFEE r = 25,
IRENAE 0 =135 A 2L, MPEG-4a—
TY 7 ERWT 57 6 198 OFEFETTY O
— RXINW-EEE2AERKL~, T2 a2— N
TERLUNT A =X IIFEFRDBY TH D,
TV a— RXINZEEX, 60HzDY 7L v
2l —=FTIZNVAZY)—=VIZRRINT,

4.2 XY TFy—NIA-Z—DRE

Y S ERE REREERET S DICE
BRE(To7k, BB ¥4 (5(0) k. B
WEIX 2R ETHD. TNHSDERTI
AVIVFIVOETFAAY TV UTHERAY
N, ETFFRBRREERE TRRI N,

TIAIWINTI BAINATZETVIH NHAT
DEFHRERIL, FEN1/5080 & 1/2508N2 3% 5E
XN, BHREFNENH X SIZOVTIE, Hig
FNZIZEERRIAEVIZE RV, Jhid, B
FAEWA A ZIZE, BEOT L —LIZb/z>T
B DAREMEAMEL . LA -> T, VKX
THETHETHIENTEXLEEDTHS, L
U, BEEFEDBIG I RGN 728, S/NEEAMET U,
FIA—RL—IMEF TS, Lo T, —iH
73RBS AN T MEER EA U 7=,
ZDEIIT, EAHIASORBELREHERIIET
HREINDN, TL 74 bHATDERERIE—
B L TI/250MIzs&E I iz,

JEAH A DISOREIL, Mzl <dH, &
BIETH B50IZKE L, 2D2DAATHETIE
IFELVWEE 2852012, HRL2RISORET
THEEZZ2AETLILIZEY., L7480
ATDISOREEZREL /=, —1R27 L —EE(
RGBAE128, 128, 128) 2 mAEE CRRL. 7
V—AT—IVIZE#U -1, &L -EBOHE
Exifil 7z, ZOFER. RUTIRT LT,
HE L HEDEDEEZMNRE /NI VI & A
SN2 7=,



ITE Trans. on MTA Vol. 13, No. 1 (2025)
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camera with a longer camera with a shorter
exposure time exposure time

camera with a longer camera with a shorter
exposure time exposure time

Table 1  Brightness difference between the wide-angle
camera and the telephoto camera with vary-

ing the ISO values.

angle-of-view
correction

angle-of-view
correction

|

\. take difference \ take difference

l blur filtering

l binarization

Fig.4 The sequence of the decoding process. The orig-
inal video content is ‘football’ [29].

grayscale image was binarized using Otsu’s method [28]
to detect the QR codes. The sequence of the decoding

process is shown in Fig. 4.
4. Experiments

4.1 Equipment and General Parameters

We first conducted experiments to determine the cap-
turing parameters of a dual-camera smartphone and
subsequently compared the decoding performance of
the proposed method with that of the previous method
proposed by Abe et al. We used a MacBook Pro (14-
inch screen, 2021) as the sender and an iPhone 13 Pro
as the receiver. The display preset of the MacBook Pro
was set to the default setting, which is the Apple XDR
Display (P3-1600 nits).
at a distance of 81 cm from the display, such that the

The smartphone was placed

entire display could be seen from the angle of view of
both cameras. All experiments were conducted in a
dark room (ADR-F2; ASONE).

The QR code shown in Fig. 5 (a) is embedded as in-
visible information. The error correction level of the
QR codes was fixed to 'L’ throughout the experiments
to ensure consistency, as changes in the error correction
level might affect the decoding rate. There are two pa-
rameters for color modulation in the C,C, plane with
a fixed luminance component Y: the vibration radius

(r) and the vibration angle (#) as shown in Fig. 2 (a).
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Telephoto ISO

Difference (wide-angle — telephoto)

800 400

=59 5.0

250
8.7

200
14.5

100
35.4

The vibration radius represents the distance between
the modulated and original colors when the Cy, and C,
components are calculated to be —128 to 127. The vi-
bration angle is the angle between the Cy, axis and the
line connecting the modulated and original colors in the
CyC, plane. We employed a vibration radius of r = 25
and vibration angle of § = 135°, and the encoded videos
were generated with a gamut of 57 to 198 using the
MPEG-4 codec. The parameters used in the encoding
process are described in the Appendix. The encoded
videos were displayed on a full screen at a refresh rate
of 60 Hz.

4.2 Decision of Capturing Parameters

Experiments were conducted to determine appropri-
ate capture rate and exposure times. A ‘football’ video
(Fig. 5 (b)) was used as the original video content for
these experiments, as it features intense movements.
The video was displayed at the maximum brightness
setting.

By default, the exposure times for the wide-angle and
telephoto cameras were set to 1/50 and 1/250 s, respec-
tively. As for the camera with shorter exposure time,
theoretically, the shorter the exposure time, the bet-
ter. This is because the camera with shorter exposure
time is less likely to capture across multiple frames,
and therefore can capture images with a larger amount
of modulation. However, the extremely short exposure
time lowers the signal-to-noise ratio, leading to a lower
decoding rate. Therefore, a relatively short value within
the general exposure time range was used. Thus, the
optimal exposure time for the wide-angle camera will
be determined later but the exposure time for the tele-
photo camera was consistently set at 1/250 s.

The ISO sensitivity of the wide-angle camera was set
to 50, which is the lowest value, to prevent saturation.
To obtain an approximately equal brightness between
the two cameras, we determined the ISO sensitivity of
the telephoto camera by measuring the brightness dif-
ferences under various ISO settings. A uniform gray
image (RGB values 128, 128, 128) was displayed at
maximum brightness, and the brightness of the cap-
tured images was evaluated after converting them to
grayscale. The results, as presented in, Table 1, reveals

that the smallest brightness discrepancy between the
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(a) QR code (“https://www.nae-lab.org/”, version 2, error cor-
rection level L)

(c) big-buck_bunny_scene [29]

(d) walking [29]

QR code and Videos used in the experiments

Fig. 5

two cameras occured when the ISO setting of the tele-
photo camera was set to 400. Based on the results, this
ISO setting was used in our subsequent experiments.
(1) Capture Rate
As described in Section 3, we conducted simultane-

ous captures twice per decoding process. Thus, the
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capture rate determined the interval between simulta-
neously captured pairs for a single decoding process.
This interval plays a crucial role in generating an ap-
propriate color difference between captured image pairs.
If there is insufficient color difference in one pair due
to the timing of capture relative to the frame transi-
tion of the display, we rely on another pair to com-
pensate. Furthermore, for implementation reasons, the
time from completing the capture of two pairs to recap-
turing them after decoding also constitutes an integer
multiple of the capture interval, which depends on the
capture rate. This allows for adjustments in the capture
timing of subsequent decoding processes if one fails due
to timing issues, potentially improving the likelihood
of obtaining the necessary color difference for decod-
ing. Therefore, the decoding rate and its variation are
assumed to be influenced by the capture rate.

The decoding rate was measured by varying the
smartphone’s capture rate from 15 fps to 30 fps. Each
capture rate was evaluated fifty measurements. In each
measurement, we displayed the ‘football’ video in loop
playback and performed the decoding process for a du-
ration equivalent to one video sequence. In addition,
the decoding application was rebuilt after each mea-
surement, and the camera connections were initialized
to reset the shift between the frame transition timing of
the display and the capture timing of the two cameras.
The decoding rate was calculated as the number of suc-
cessful QR code recognitions out of the total number of
decoding processes performed.

The results, shown in Fig. 6, exhibit a substantial
difference in the mean value of the decoding rate and
variation in the decoding rate depending on the capture
rate. These results are discussed from two perspectives:
the skew in the capture timing between the two cameras
and the shift in the capture timing of the two cameras
relative to the display frame transition timing.

First, we consider the discrepancy in capture timing
between the two cameras. In Section 3, we propose
a decoding method that assumes that two cameras si-
multaneously capture images. However, due to camera
API limitations, there was a slight discrepancy in the
capture timing between the two cameras. When setting
different exposure times for the two cameras, they must
be handled individually and perfect synchronization is
not achievable. The larger this discrepancy, the greater
will be the interframe difference between the images
captured by the two cameras, resulting in a decreased

decoding success rate.
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Fig.7 The skew in capture time between the two cam-

eras varying capture rates

In the implemented smartphone application, the skew
in capture time between the two cameras was not con-
stant. Therefore, we measured the difference in the cap-
ture timing of the image pairs between the two cameras
under the same capture rate conditions. Measurements
were performed 10 times for each of the 20 consecu-
tive decoding processes, resulting in a total of 200 mea-
surements for each condition. Fig. 7 shows the average
difference in the capture time between the two cameras.

The results indicate that the difference in the capture
timing between the two cameras is particularly large
at 23 to 26 fps. Considering that the display time of
one frame is 1/60 = 0.0167 s, the skew in the cap-
ture times of the two cameras is on average more than
one frame apart. Therefore, the interframe difference
becomes significant at 23 to 26 fps, resulting in lower
decoding rates, as shown in Fig. 6.

Subsequently, we discuss the shift in capture timing
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Captured - - -
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(a) When the capture rate is 30 fps, a sufficient color difference may
never be obtained.

1/60's
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Displayed
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Captured
\ J
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1/17s

(b) When the capture rate is 17 fps, the capture timing is shifted by
approximately half a frame relative to the display frame transition.

Fig.8 Differences due to the capture rate

of the two cameras relative to the frame transition tim-
ing of the display. Because the display and smartphone
could not be synchronized, the capture timing relative
to the frame transition of the first simultaneous cap-
ture of the two cameras was randomly determined for
each initialization of the camera connections at each
measurement. Consequently, the subsequent capture
timings are determined by the time of the first simulta-
neous capture and the capture rate.

Considering the cases of 15, 20, and 30 fps, wherein
the capture interval was an integer multiple of 1/60 s
(the frame transition interval of the display), the cap-
ture timing of the two image pairs aligned completely
with the frame transitions of the display for each decod-
ing process. Under these conditions, if a sufficient color
difference cannot be obtained from one of the two pairs,
it is unlikely that a sufficient color difference can be ob-
tained with the other pair. Additionally, the time from
the end of capturing two pairs to the time of recaptur-
ing two pairs after decoding is an integer multiple of the
capture interval. This causes polarization of the decod-
ing rate, with a high decoding rate if a sufficient color
difference is obtained from images captured in the first
simultaneous capture; otherwise, a low decoding rate is
obtained.

Fig. 8 (a) presents an example wherein a sufficient
color difference cannot be obtained consecutively when
the capture rate is 30 fps. Consequently, the decoding
rate exhibited significant variations at 15, 20, and 30
fps, as shown in Fig. 6.

Conversely, to reduce the variability in the decoding
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rate, the capture rate should be such that the capture
timing shifts slightly with respect to the frame tran-
sition of the display. To lengthen the period of this
capture timing shift, the refresh rate of the display (60
Hz) and the capture rate should not share large com-
mon divisors. In particular, 17, 19, 23, and 29 fps were
chosen, as they are prime with respect to 60 and to each
other, respectively.

The decoding rate at 23 fps was low because of the
large difference in capture time between the two cam-
eras, as mentioned previously. The rates at 19 and 29
fps were close to those at 20 and 30 fps, respectively.
This implies that the capture timings of the two pairs of
images used for the decoding process were similar rela-
tive to the frame transitions of the display. Therefore,
if a sufficient color difference cannot be obtained from
the first pair, then a sufficient color difference for com-
pensation may not be obtained from the second pair.

In contrast, at 17 fps, the capture interval was 1/17 =
0.0588 s, which is close to 3.5/60 = 0.0583. The capture
timings of the two image pairs shifted from each other
by approximately half of the displayed frame relative
to the display frame transition, as shown in Fig. 8 (b).
Therefore, it is assumed that even if one pair of cap-
tured images does not provide sufficient color difference,
it is relatively easy to complement the color difference
for decoding with the other pair. The decoding rate
was highest at 17 fps, as shown in Fig. 6. Based on the
aforementioned findings, we decided to use a capture
rate of 17 fps.

It should be noted that our investigation concerning
the impact of capture rate is specifically optimized for
the iPhone 13 Pro, which was the device used in our ex-
periments. For other devices with a dual-camera setup,
such as various Android smartphones, a re-evaluation of
the capture rate is essential, due to the distinct hard-
ware and software configurations inherent to these de-
vices.

(2) Exposure Time

We subsequently conducted an experiment to deter-
mine the optimal exposure time for a wide-angle camera
with a longer exposure time.

The decoding rate was measured under seven differ-
ent exposure conditions: 1/30, 1/40, 1/45, 1/50, 1/60,
1/80, and 1/100 s. The exposure time for the telephoto
camera, which had a shorter exposure time, was con-
sistently set at 1/250 s, as previously mentioned. The
ISO sensitivities of the wide-angle camera and the tele-

photo camera were set to 50 and 400, respectively, as
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times

in the previous experiments. To be precise, changing
the exposure time of the wide-angle camera will require
adjusting its ISO sensitivity to match the brightness
between two cameras. Upon visually comparing the
change in brightness while altering the ISO sensitivity
value, we found that it did not make a significant dif-
ference, hence a fixed value was used. Similarly to the
previous experiments, we performed 50 measurements
for each condition at a capture rate of 17 fps.

Fig. 9 shows the result. The average decoding rate
was lower when the exposure time was 1/30 s, with no
significant differences observed for the other conditions.
The variability tended to be greater when the exposure
time was shorter. Two possible explanations account
for the low decoding rate under the 1/30 s condition.

First, it is likely that a sufficient color difference can-
not be obtained. As 1/30 s is equivalent for two display
frames, it is assumed that a camera with a longer ex-
posure time cannot capture color modulation. This im-
plies that the color difference between the images cap-
tured by the two cameras is small, making it difficult
to extract the embedded code.

Second, the brightness saturation could be a factor.
When the exposure time is longer, the camera collects
more light, thereby increasing the brightness difference
between the images captured by the wide-angle camera
and telephoto camera. This, in turn, hinders proper
acquisition of the color difference of the embedded QR
code.

Subsequently, we discuss the reasons for this large
variation under short exposure times.

First, we assumed that the capture times of the

two cameras were perfectly synchronized, as shown in
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era is less than 1/60 s, equivalent to the frame display

If the exposure time of the longer cam-

time, the probability that both cameras capture a pure
frame—i.e., not a mixed frame of positive-modulated
and negative-modulated images—increases. Therefore,
as the exposure time of the wide-angle camera de-
creases, the decoding rate decreases, given that the
color modulation amounts of the two images are equal.
However, in reality, a skew exists between the cap-
ture timings of the two cameras, as previously men-
tioned and shown in Fig. 10 (b). With shorter exposure
times, it is expected that images with larger modulation
amounts can be captured.

Additionally, the difference in capture timing be-
tween the two cameras is about 0.009s at a capture rate
of 17 fps, as shown in Fig. 7, which is approximately
half the display’s frame display time. It is likely that
each camera captures images modulated in opposite di-
rections, leading to the expectation that the resulting
color difference will be larger and the decoding rate will
increases. Consequently, the variation in the decoding
rate is substantial when the exposure time is short.

To determine the optimal exposure time, it is crucial
to maintain a stable decoding rate for enhanced user
experience. Therefore, we opted for an exposure time
of 1/40 s, which had a relatively high average decoding
rate and the highest minimum value among all tested
conditions.

4.3 Comparison between the Previous Method

(1) Decoding rate

We compared the decoding rate of the proposed
method with that of Abe et al.’s method using three
videos: ‘football’ , ‘big_buck_bunny_scene’, and ‘walk-
ing’ videos, as shown in Fig. 5. The decoding rate

was measured by repeating the decoding process for a

174

Table 2 Comparison of decoding rate [%] between the

previous and the proposed method in videos

method of Abe et al. [3] proposed method

maximum maximum

1SO200 1ISO300

rate
75.5
96.4
95.5

brightness
75.5
56.5
74.4

football 6.97
62.6

18.0

7.45
69.7
23.9

big_buck_bunny_scene

walking

time equivalent to the length of the video sequence for
each video played in the loop. Fifty measurements were
recorded for each video.

For the method proposed by Abe et al., the telephoto
camera of the smartphone was used with ISO sensitivi-
ties of 200 and 300, and the brightness of the display was
set to maximum. Conversely, for our proposed method,
measurements were carried out not only at maximum
display brightness, but also with the display bright-
ness set to achieve the maximum decoding rate for each
video. This approach was adopted because an increased
display brightness results in greater color modulation
of the embedded code; however, overly bright displays
may cause saturation in images captured by cameras
with longer exposure times, depending on the content.
Tab. 2 shows the average decoding rates for the three
videos. The decoding rate improved for all the videos
when setting the display brightness appropriately.

In the case of a ‘football’ video, the decoding rate
reached its maximum value when the display brightness
was at maximum, but this was not the case for the other
two videos. The background of the ‘football’ video is
grass, which has a faded green color, while the other
videos have brighter colors. Consequently, captured
images became saturated when using bright videos at
maximum display brightness. The proposed method
suppresses interframe differences stemming from the
original video content, resulting in robust decoding.

(2) Recognition time

We compared the recognition times for the proposed
method and the method of Abe et al. using an ISO sen-
sitivity of 300, which exhibited a higher decoding rate,
as shown in Tab. 2. We defined the recognition time as
the time taken from the start of image capture until ac-
curate reading of the embedded QR code. The videos
used in this experiment were identical to those used
in the previous experiment and were played in a loop.
Measurements were performed over 50 iterations under
each condition, and the start time of each measurement
was randomized throughout the video sequence.

The results are plotted in Fig. 11. Compared to the
method proposed by Abe et al., the proposed method
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Fig. 11

requires less time to read the embedded QR code and
exhibits less variation. Abe et al. failed to decode QR
codes embedded in scenes with large motions. There-
fore, depending on the capture start time, it may take a
long time to read the QR code. However, our proposed
method experienced relatively fewer consecutive decod-
ing failures since it can suppress the effects of interframe
differences. Future work can focus on implementing im-
provements to reduce the processing time for decoding
using our proposed method. While the capture rate in
the method of Abe et al. [3] can be increased from 24
fps (capturing every 2.5 frames for a 60 Hz screen) to 40
fps (capturing every 1.5 frames for a 60 Hz screen), the
images captured by the proposed method are tempo-
rally closer. Consequently, the difference between the
two images is less impacted by temporal changes in the
original video content, resulting in improved decoding

performance.
5. Applications

The proposed method facilitates the extraction of in-
visible information embedded in video content. Three
applications are described in detail to demonstrate the
versatility of the system.

In the first scenario, a hyperlink to the artist’s web-
site was embedded in the music video, as shown in
Fig. 12 (a).

artist’s website to check their products, such as CDs

Viewers can instantaneously access an

and albums, by holding a smartphone to the display.
Embedding a hyperlink into a corresponding product
in an advertising video exemplifies the fundamental and
useful application of this system.

Additionally, temporal information can be embed-
ded based on the original video content. The second
scenario involves temporally embedded closed captions

that enable users to access explanations of video con-
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Box plot of recognition time for the previous and the proposed methods in videos

tent by displaying them on their smartphones, as shown
in Fig. 12 (b).

closed captions were embedded for each QR code, allow-

In this application, multiple-language

ing each user to select their preferred language since this
system supports simultaneous data retrieval for multi-
ple users. Captions do not obstruct the viewing expe-
rience because they are displayed on a smartphone. In-
visible information can be independently embedded in
the video content, providing flexibility in information
presentation.

Fig. 12 (c) shows an application that enables users to
acquire information about sightseeing spots by pointing
their smartphone at specific spots within a sightseeing
video. In this implementation, the name and image of
a sightseeing location are displayed on a smartphone.
By temporally and spatially varying the information, it
is possible to embed information corresponding to the

objects within a video.
6. Conclusion

In this study, we propose a decoding method for
robustly recognizing embedded invisible QR codes in
videos. Our method utilizes a dual-camera smartphone
to simultaneously capture a pair of images with differ-
ent modulation values.

This method can reduce the artifacts caused by inter-
frame differences in the original video content because
the color difference of the modulated QR codes can be
extracted using two temporally adjacent images. The
experiments revealed the effects of the capture timing
shift in the smartphone relative to the frame transition
of the display and the skew in the capture timing be-
tween the two cameras of the smartphone. Based on
the experimental results, parameters were derived to
suppress these effects and ensure stable decoding. Fur-

thermore, we presented several applications that embed
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(a) Hyperlink to the artist’s website in music video

(b) Instant closed captions on smartphone screen (left: English, right:
Japanese)

> D\

(¢) Landmark information spatially embedded in the sightseeing

video.

Fig.12 Application examples of extracting information

embedded in videos

invisible information into videos, thereby demonstrat-
ing the feasibility of our proposed system.

Moreover, we believe that exploring the adaptabil-
ity of this system under various lighting conditions and
with different displays and smartphone combinations
will further demonstrate its versatility in real-world sce-
narios. In addition, the viewing experience can be im-

proved by expanding the gamut of modulated videos.
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Appendix

A. Parameters used in the encoding process

As mentioned in Section 4, the vibration radius (r)
and angle (0) are the parameters used for color modu-
lation. In particular, a large vibration radius facilitates
decoding; however, if this parameter becomes exces-
sively large, the modulation becomes perceptible to the
human eye. Experiments were conducted to determine
these two parameters prior to determining the captur-
ing parameters because the amount of modulation must
be sufficiently large for stable decoding.

We used a still image of fruit (Fig. 1(a)) as the orig-
inal content, with a QR code (Fig. 1(b)) embedded
as invisible information. The gamut of the fruit im-
age was narrowed to 57-198 to equalize the number of
tones using the previous method proposed by Abe et
al. The measurements were performed under four vi-
bration angle conditions: 6 = 0°,45°,90°, and 135°,
and the vibration radius ranged from r = 5 to 40 in
five increments. In the §# = 0° and 90° conditions, only
the component corresponding to the vibration direction
was used for decoding. Decoding was consecutively con-
ducted over 50 iterations under each condition, and this
process was repeated over 20 iterations to obtain the
average decoding rate. The capture rate was 24 fps,
the same as the previous method by Abe et al. The
remaining capture parameters were set to the default
parameters described in Section 4. Note that the de-
coding rates for d = 35 and 40 were not measured for
0 = 0°, because the image could only be vibrated under
conditions up to d = 30.

Fig. 2 shows the decoding rates measured for each
condition. We decided to use the condition with the
smallest vibration radius, d = 25 and ¢ = 135°, from
among the conditions that achieved a decoding rate
greater than 95 %.

References
1) P. H. Pathak, X. Feng, P. Hu, and P. Mohapatra : “Visible
light communication, networking, and sensing: A survey, poten-
tial and challenges”, IEEE communications surveys & tutorials
17(4):2047-2077 (2015)
International Organization for Standardization :,
technology — Automatic identification and data capture tech-
niques — QR Code bar code symbology specification” (2015)
S. Abe, T. Hiraki, S. Fukushima, and T. Naemura :
ceptible color vibration for screen-camera communication via 2D
binary pattern”, ITE Transactions on Media Technology and
Applications 8(3):170-185 (2020)
Y. Kakui, K. Araki, C. Han, S. Fukushima, and T. Naemura :
“Using a dual-camera smartphone to recognize imperceptible 2d
barcodes embedded in videos”, In Adjunct Proceedings of the
35th Annual ACM Symposium on User Interface Software and
Technology UIST 22 Adjunct pp. 1-3 (2022)
5) C. Plain-Jones : “Data Matrix identification”,

2 “Information

-

“Imper-

Sensor Review



J-STAGE

(b) QR code ("test”, version 1, error correction lev
app.Fig.1 el L) ZF/NS A — R PEERITEHER L ZHEH
BEQRI—FK

1004

&

]

o

fel]

£

=]

o

2 -

g 8=0
6=45°
6=90°
6=135"

5 10 15 20 25 30 35 40
vibration radius ( r)

app.Fig.2  {REELFEHAE L ZLILLBEOF1—

Ft v IR

(1995)

6) T.Hao, R. Zhou, and G. Xing : “COBRA: Color barcode stream-

ing for smartphone systems”, In Proceedings of the 10th interna-
tional conference on Mobile systems, applications, and services
pp. 85-98 (2012)

7)

10)

11)

12)

13)

14)

15)

16)

17)

18)

19)

20)

21)

22)

23)

24)

25)

26)

Q. Wang, M. Zhou, K. Ren, T. Lei, J. Li, and Z. Wang : “Rain
bar: Robust application-driven visual communication using color
barcodes”, In 2015 IEEE 35th International Conference on Dis-
tributed Computing Systems pp. 537-546 (2015)

Hao Han, Kunming Xie, Tongyu Wang, Xiaojun Zhu, Yanchao
Zhao, and Fengyuan Xu : “Rescqr: Enabling reliable data recov-
ery in screen-camera communication system”, IEEE Transactions
on Mobile Computing pp. 1-13 (2023)

H. K. Chu, C. S. Chang, R. R. Lee, and N. J. Mitra : “Halftone
QR codes”, ACM Transactions on Graphics (TOG) 32(6):1-8
(2013)

M. Xu, Q. Li, J. Niu, H. Su, X. Liu, W. Xu, P. Lv, B. Zhou, and
Y. Yang : “ART-UP: A novel method for generating scanning-

robust aesthetic QR codes”, ACM Transactions on Multime-
dia Computing, Communications, and Applications (TOMM)
17(1):1-23 (2021)
C. Chen, W. Huang, B. Zhou, C. Liu, and W. H. Mow : “PiCode:
A new picture-embedding 2D barcode”, IEEE Transactions on
Image Processing 25(8):3444-3458 (2016)
C. Chen, B. Zhou, and W. H. Mow : “RA code: A robust and
aesthetic code for resolution-constrained applications”, IEEE
Transactions on Circuits and Systems for Video Technology
28(11):3300-3312 (2017)
C. Chen, W. Huang, L. Zhang, and W. H. Mow : “Robust and
unobtrusive display-to-camera communications via blue channel
embedding”, IEEE Transactions on Image Processing 28(1):156—
169 (2018)
Z. Yang, Y. Bao, C. Luo, X. Zhao, S. Zhu, C. Peng, Y. Liu, and
X. Wang : “ARTcode: preserve art and code in any image”, In
Proceedings of the 2016 ACM international joint conference on
pervasive and ubiquitous computing pp. 904-915 (2016)
W. Yuan, K. Dana, A. Ashok, M. Gruteser, and N. Mandayam
“Dynamic and invisible messaging for visual MIMO”, In
2012 IEEE Workshop on the Applications of Computer Vision
(WACV) pp. 345-352 (2012)
T. Li, C. An, X. Xiao, A. T. Campbell, and X. Zhou : “Real-time
screen-camera communication behind any scene”, In Proceedings
of the 13th Annual International Conference on Mobile Systems,
Applications, and Services pp. 197-211 (2015)
M. Izz, Z. Li, H. Liu, Y. Chen, and F. Li : “Uber-in-light: Un-
obtrusive visible light communication leveraging complementary
color channel”, In IEEE INFOCOM 2016-The 35th Annual IEEE
International Conference on Computer Communications pp. 1-9
(2016)
E. Simonson and J. Brozek : “Flicker fusion frequency: back-
ground and applications”, Physiological reviews 32(3):349-378
(1952)
A. Wang, C. Peng, O. Zhang, G. Shen, and B. Zeng : “In-
frame: Multiflexing full-frame visible communication channel for
humans and devices”, In proceedings of the 13th ACM Workshop
on Hot Topics in Networks pp. 1-7 (2014)
A. Wang, Z. Li, C. Peng, G. Shen, G. Fang, and B. Zeng : “In-
Frame++: Achieve simultaneous screen-human viewing and hid-
den screen-camera communication”, In Proceedings of the 13th
Annual International Conference on Mobile Systems, Applica-
tions, and Services pp. 181-195 (2015)
V. Nguyen, Y. Tang, A. Ashok, M. Gruteser, K. Dana, W. Hu,
E. Wengrowski, and N. Mandayam : “High-rate flicker—free
screen—camera communication with spatially adaptive embed-
ding”, In IEEE INFOCOM 2016-The 35th Annual IEEE Interna-
tional Conference on Computer Communications pp. 1-9 (2016)
Kai Zhang, Yi Zhao, Chenshu Wu, Chaofan Yang, Kehong
Huang, Chunyi Peng, Yunhao Liu, and Zheng Yang : “Chroma-
code: A fully imperceptible screen-camera communication sys-
tem”, IEEE Transactions on Mobile Computing 20(3):861-876
(2021)
Y. Jiang, K. Zhou, and S. He : “Human visual cortex responds to
invisible chromatic flicker”, Nature neuroscience 10(5):657-662
(2007)
G. Woo, A. Lippman, and R. Raskar : “VRCodes: Unobtru-
sive and active visual codes for interaction by exploiting rolling
shutter”, In 2012 IEEE International Symposium on Mixed and
Augmented Reality (ISMAR) pp. 59-64 (2012)
G. Yamamoto, L. Sampaio, T. Taketomi, C. Sandor, H. Kato,
and T. Kuroda : “Imperceptible on-screen markers for mobile
interaction on public large displays”, IEICE TRANSACTIONS
on Information and Systems 100(9):2027-2036 (2017)

J. Klein, J. Xu, C. Brauers, J. Jochims, and R. Kays : “Investi-



decoding rate [%]

6)

Paper » Robust Recognition of Imperceptible QR Codes in Videos with a Dual-Camera Smartphone

(b) QR code (“test”, version 1, error correction level L)

app.Fig.1 Image and QR code used in the experiment
of modulation parameter decision
100 4
80 -
60 -
40 A
201 —v— 6=45°
—=— 6=90°
—— 06=135"
0 4
5 10 15 20 25 30 35 40
vibration radius (r)
app.Fig.2 Decoding rates at varying vibration radii
and angles
(1995)

T. Hao, R. Zhou, and G. Xing : “COBRA: Color barcode stream-
ing for smartphone systems”, In Proceedings of the 10th interna-
tional conference on Mobile systems, applications, and services
pp. 85-98 (2012)

177

7)

10)

11)

12)

13)

14)

15)

16)

17)

18)

19)

20)

21)

22)

23)

24)

25)

26)

Q. Wang, M. Zhou, K. Ren, T. Lei, J. Li, and Z. Wang : “Rain
bar: Robust application-driven visual communication using color
barcodes”, In 2015 IEEE 35th International Conference on Dis-
tributed Computing Systems pp. 537-546 (2015)
Hao Han, Kunming Xie, Tongyu Wang, Xiaojun Zhu, Yanchao
Zhao, and Fengyuan Xu : “Rescqr: Enabling reliable data recov-
ery in screen-camera communication system”, IEEE Transactions
on Mobile Computing pp. 1-13 (2023)
H. K. Chu, C. S. Chang, R. R. Lee, and N. J. Mitra : “Halftone
QR codes”, ACM Transactions on Graphics (TOG) 32(6):1-8
(2013)
M. Xu, Q. Li, J. Niu, H. Su, X. Liu, W. Xu, P. Lv, B. Zhou, and
Y. Yang : “ART-UP: A novel method for generating scanning-
robust aesthetic QR codes”, ACM Transactions on Multime-
dia Computing, Communications, and Applications (TOMM)
17(1):1-23 (2021)
C. Chen, W. Huang, B. Zhou, C. Liu, and W. H. Mow : “PiCode:
A new picture-embedding 2D barcode”, IEEE Transactions on
Image Processing 25(8):3444-3458 (2016)
C. Chen, B. Zhou, and W. H. Mow : “RA code: A robust and
aesthetic code for resolution-constrained applications”, IEEE
Transactions on Circuits and Systems for Video Technology
28(11):3300-3312 (2017)
C. Chen, W. Huang, L. Zhang, and W. H. Mow : “Robust and
unobtrusive display-to-camera communications via blue channel
embedding”, IEEE Transactions on Image Processing 28(1):156—
169 (2018)
Z. Yang, Y. Bao, C. Luo, X. Zhao, S. Zhu, C. Peng, Y. Liu, and
X. Wang : “ARTcode: preserve art and code in any image”, In
Proceedings of the 2016 ACM international joint conference on
pervasive and ubiquitous computing pp. 904-915 (2016)
W. Yuan, K. Dana, A. Ashok, M. Gruteser, and N. Mandayam
“Dynamic and invisible messaging for visual MIMO”, In
2012 IEEE Workshop on the Applications of Computer Vision
(WACV) pp. 345-352 (2012)
T. Li, C. An, X. Xjao, A. T. Campbell, and X. Zhou : “Real-time
screen-camera communication behind any scene”, In Proceedings
of the 13th Annual International Conference on Mobile Systems,
Applications, and Services pp. 197-211 (2015)
M. Izz, Z. Li, H. Liu, Y. Chen, and F. Li : “Uber-in-light: Un-
obtrusive visible light communication leveraging complementary
color channel”, In IEEE INFOCOM 2016-The 35th Annual IEEE
International Conference on Computer Communications pp. 1-9
(2016)
E. Simonson and J. Brozek :
ground and applications”, Physiological reviews 32(3):349-378
(1952)
A. Wang, C. Peng, O. Zhang, G. Shen, and B. Zeng : “In-
frame: Multiflexing full-frame visible communication channel for
humans and devices”, In proceedings of the 13th ACM Workshop
on Hot Topics in Networks pp. 1-7 (2014)
A. Wang, Z. Li, C. Peng, G. Shen, G. Fang, and B. Zeng : “In-
Frame++: Achieve simultaneous screen-human viewing and hid-

“Flicker fusion frequency: back-

den screen-camera communication”, In Proceedings of the 13th
Annual International Conference on Mobile Systems, Applica-
tions, and Services pp. 181-195 (2015)

V. Nguyen, Y. Tang, A. Ashok, M. Gruteser, K. Dana, W. Hu,
E. Wengrowski, and N. Mandayam : “High-rate flicker—free
screen—camera communication with spatially adaptive embed-
ding”, In IEEE INFOCOM 2016-The 35th Annual IEEE Interna-
tional Conference on Computer Communications pp. 1-9 (2016)
Kai Zhang, Yi Zhao, Chenshu Wu, Chaofan Yang, Kehong
Huang, Chunyi Peng, Yunhao Liu, and Zheng Yang : “Chroma-
code: A fully imperceptible screen-camera communication sys-
tem”, IEEE Transactions on Mobile Computing 20(3):861-876
(2021)

Y. Jiang, K. Zhou, and S. He : “Human visual cortex responds to
invisible chromatic flicker”, Nature neuroscience 10(5):657-662
(2007)

G. Woo, A. Lippman, and R. Raskar : “VRCodes: Unobtru-
sive and active visual codes for interaction by exploiting rolling
shutter”, In 2012 IEEE International Symposium on Mixed and
Augmented Reality (ISMAR) pp. 59-64 (2012)

G. Yamamoto, L. Sampaio, T. Taketomi, C. Sandor, H. Kato,
and T. Kuroda : “Imperceptible on-screen markers for mobile
interaction on public large displays”, IEICE TRANSACTIONS
on Information and Systems 100(9):2027-2036 (2017)

J. Klein, J. Xu, C. Brauers, J. Jochims, and R. Kays : “Investi-



J-STAGE

gations on temporal sampling and patternless frame recovery for
asynchronous display-camera communication”, IEEE Transac-
tions on Circuits and Systems for Video Technology 32(6):4004—
4015 (2021)

27) H. Cui, H. Bian, W. Zhang, and N. Yu : “UnseenCode: Invisible
on-screen barcode with image-based extraction”, In IEEE INFO-
COM 2019-IEEE Conference on Computer Communications pp.
1315-1323 (2019)

28) N. Otsu : “A threshold selection method from gray-level his-
tograms”, IEEE Transactions on Systems, Man, and Cybernetics
9(1):62-66 (1979)

29) Johannes Kiess :, “Test sequences” (2011)

30) G. Bradski : “The OpenCV Library”, Dr. Dobb’s Journal of
Software Tools (2000)

Kakui Yuki received B.S. and M.S. degrees
from the University of Tokyo, Japan, in 2021 and
2023, respectively. Her research interests include
ubiquitous computing and human—computer inter-
action.

Kota Araki received a B.S. degree from the
University of Tokyo, Japan, in 2022, where he is
currently pursuing a master’s degree at the Gradu-
ate School of Information Science and Technology.
His research interests include ubiquitous computing
and augmented reality.

Changyo Han received a Ph.D. in Informa-
tion Science and Technology from the University
of Tokyo, Japan, in 2020. He is a Japan Soci-
ety for the Promotion of Science (JSPS) research
fellow at the University of Tokyo, Japan. He is
currently an assistant professor with the Interfac-
ulty Initiative in Information Studies at the Uni-
versity of Tokyo, Japan. His research interests in-
clude human-computer interaction, digital fabrica-
tion, and ubiquitous computing. He is a member of
ACM.

ShOgO Fukushima is an Associate Profes-
sor at the Graduate School and Faculty of Informa-
tion Science and Electrical Engineering at Kyushu
University. He received a Ph.D. degree in Engineer-
ing from the University of Electro-Communications
in 2013. His research interests include intelligence
amplification (IA), virtual reality, entertainment
computing, and human emotions.

Takeshi Naemura received a Ph.D. in
Electrical Engineering from the University of
Tokyo, Japan, in 1997. He is currently a Profes-
sor with the Interfaculty Initiative in Information
Studies, the University of Tokyo. He was a Vis-
iting Assistant Professor of computer science with
Stanford University, USA, supported by the “Japan
Society for Promotion of Science (JSPS) Postdoc-
toral Fellowships for Research Abroad” from 2000
to 2002. His research interests include virtual real-
ity and human interfaces. He is a member of ITE,
IEICE, and ACM.




ITE Trans. on MTA Vol. 13, No. 1 (2025)

27)

28)

29)
30)

gations on temporal sampling and patternless frame recovery for
asynchronous display-camera communication”, IEEE Transac-
tions on Circuits and Systems for Video Technology 32(6):4004—
4015 (2021)

H. Cui, H. Bian, W. Zhang, and N. Yu : “UnseenCode: Invisible
on-screen barcode with image-based extraction”, In IEEE INFO-
COM 2019-IEEE Conference on Computer Communications pp.
1315-1323 (2019)

N. Otsu : “A threshold selection method from gray-level his-
tograms”, IEEE Transactions on Systems, Man, and Cybernetics
9(1):62-66 (1979)

Johannes Kiess :, “Test sequences” (2011)

G. Bradski : “The OpenCV Library”, Dr. Dobb’s Journal of
Software Tools (2000)

Kakui Yuki received B.S. and M.S. degrees
from the University of Tokyo, Japan, in 2021 and
2023, respectively. Her research interests include
ubiquitous computing and human—computer inter-
action.

Kota Araki received a B.S. degree from the
University of Tokyo, Japan, in 2022, where he is
currently pursuing a master’s degree at the Gradu-
ate School of Information Science and Technology.
His research interests include ubiquitous computing
and augmented reality.

Changyo Han received a Ph.D. in Informa-
tion Science and Technology from the University
of Tokyo, Japan, in 2020. He is a Japan Soci-
ety for the Promotion of Science (JSPS) research
fellow at the University of Tokyo, Japan. He is
currently an assistant professor with the Interfac-
ulty Initiative in Information Studies at the Uni-
versity of Tokyo, Japan. His research interests in-
clude human-computer interaction, digital fabrica-
tion, and ubiquitous computing. He is a member of
ACM.

ShOgO Fukushima is an Associate Profes-
sor at the Graduate School and Faculty of Informa-
tion Science and Electrical Engineering at Kyushu
University. He received a Ph.D. degree in Engineer-
ing from the University of Electro-Communications
in 2013. His research interests include intelligence
amplification (IA), virtual reality, entertainment
computing, and human emotions.

Takeshi Naemura received a Ph.D. in
Electrical Engineering from the University of
Tokyo, Japan, in 1997. He is currently a Profes-
sor with the Interfaculty Initiative in Information
Studies, the University of Tokyo. He was a Vis-
iting Assistant Professor of computer science with
Stanford University, USA, supported by the “Japan
Society for Promotion of Science (JSPS) Postdoc-
toral Fellowships for Research Abroad” from 2000
to 2002. His research interests include virtual real-
ity and human interfaces. He is a member of ITE,
IEICE, and ACM.

178





